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A REMARK ON LOCAL WELL-POSEDNESS FOR NONLINEAR

SCHRÖDINGER EQUATIONS WITH POWER NONLINEARITY

—AN ALTERNATIVE APPROACH

TAKESHI WADA

Abstract. We study the nonlinear Schrödinger equation (NLS)

∂tu+ i∆u = iλ|u|p−1u

in R1+n, where n ≥ 3, p > 1, and λ ∈ C . We prove that (NLS) is locally

well-posed in Hs if 1 < s < min{4;n/2} and max{1; s/2} < p < 1+4/(n−2s).
To obtain a good lower bound for p, we use fractional order Besov spaces for

the time variable. The use of such spaces together with time cut-off makes it
difficult to derive positive powers of time length from nonlinear estimates, so

that it is difficult to apply the contraction mapping principle. For the proof we

improve Pecher’s inequality (1997), which is a modification of the Strichartz
estimate, and apply this inequality to the nonlinear problem together with

paraproduct formula.

1. Introduction

In this paper we study the Cauchy Problem for the following nonlinear Schrödinger
equation

∂tu+ i∆u = f(u), (1.1)

u(0, ·) = u0, (1.2)

where u : R1+n → C , and f(u) = iλ|u|p−1u with p > 1, λ ∈ C . The solvability of
(1.1)-(1.2) in the Sobolev space Hs = Hs(Rn) has been studied in a large amount
of literature. Let 0 ≤ s < n/2. It is well-known that the Cauchy problem (1.1)-(1.2)
is time locally well-posed in Hs if s < p ≤ p∗(s), where p∗(s) = 1 + 4/(n − 2s),
see e.g. [4, 6–8, 11–13, 15, 21]. On the one hand, the condition p ≤ p∗(s) comes
from scaling; the upper bound p∗(s) is the critical exponent in Hs from the scaling
point of view. On the other hand, the condition s < p comes from the regularity
of the nonlinear term. When we solve (1.1)-(1.2) in Hs, we usually take spatial
derivatives of order s of the equation. Namely this lower bound is the condition
for the nonlinear term to be differentiable at least s times. However, this lower
bound for p is not necessarily optimal. For example, (1.1)-(1.2) is time locally well-
posed in H2 if 1 < p ≤ p∗(2) = 1 + 4/(n − 4). (For simplicity we only consider
the case n ≥ 5.) This result was first proved by Tsutsumi [20] in the case where
1 < p < 1+4/(n−2) with λ ∈ R, generalized by Kato [11,12] in the subcritical case
1 < p < 1 + 4/(n− 4) with λ ∈ C , and recently settled by Cazenave-Fang-Han [3]
in the critical case p = 1 + 4/(n − 4). The point is that we can first evaluate ∂tu
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2 T. WADA

instead of ∆u, since the Schrödinger equation is second order in x and first order in
t. Once we obtain the estimate of ∂tu, then using the equation itself we can recover
spatial regularity.

For 1 < s < 2, Pecher [17] treated similar problem and showed that (1.1)-(1.2)
is time locally well-posed in Hs if 1 < s < p∗(s) (see also Fang-Han [5]). One of
main ingredients in his result is a modification of Strichartz estimates by which
we can replace fractional order spatial derivatives with half the numbers of time
derivatives in terms of Besov spaces. The result in [17] was extended to the case
where 2 < s < 4 and s/2 < p < p∗(s) by Uchizono-Wada [23].

For a Banach space V , we define the V -valued Besov space Bθ
q,α(R;V ) by

Bθ
q,α(R;V ) = {u ∈ S ′(R;V ); ∥u∥Bθ

q,α(R;V ) <∞},

where θ ∈ R, 1 ≤ q ≤ ∞, 1 ≤ α <∞ and

∥u∥Bθ
q,α(R;V ) = ∥ψ ∗t u∥Lq(R;V ) +

{∑
j≥1

(
2θj∥φj ∗t u∥Lq(R;V )

)α}1/α

.

If α = ∞, then we replace the second term with supj≥1 2
θj∥φj ∗t u∥Lq(R;V ). Here,

ψ and φj are Littlewood-Paley functions (see §2).
We also need the definition of admissible pairs.

Definition. Let n ≥ 1. A pair of numbers (q, r) is said to be admissible if 2 ≤
q, r ≤ ∞ and 2/q = δ(r) := n/2− n/r with (n, q, r) ̸= (2, 2,∞).

Now we can state modified Strichartz estimates by Pecher [17] as follows. The
statement includes a slight improvement by Uchizono-Wada [22,23].

Theorem A. Let 0 < θ− < θ < θ+ < 1, and let (q, r) be an admissible pair with
2 < q, r <∞. Then the solution u to the equation

∂tu+ i∆u = f, u(0, ·) = u0 (1.3)

satisfies the following estimates:

∥u∥L∞(R;H2θ) ≲ ∥u0∥H2θ + ∥f∥Bθ
q′,2(R;Lr′ ) +max

±
∥f∥

Lq∗(θ±)(R;Lr∗(θ±))
, (1.4)

where 1/q∗(θ) = (1− θ)/q′ and 1/r∗(θ) = (1− θ)/r′ + θ/2;

∥u∥Bθ
q,2(R;Lr)∩Lq(R;B2θ

r,q)

≲ ∥u0∥H2θ + ∥f∥Bθ
q′,2(R;Lr′ ) +max

±
∥f∥

Lq̄(θ±)(R;Lr̄(θ±))
, (1.5)

where 1/q̄(θ) = (1− θ)/q′ + θ/q and 1/r̄(θ) = (1− θ)/r′ + θ/r.

There are several equivalent definitions of the Besov space. For simplicity, let
1 ≤ p < ∞, 1 ≤ α ≤ ∞ and 0 < θ < 1. Firstly, we can define the Besov space
Bθ

q,α(R;V ) by the Littlewood-Paley decomposition as above; we denote this space
by B1(R;V ) in the introduction. Secondly, we can define the Besov space by real
interpolation; namely we define

B2(R;V ) = (Lq(R;V ),W 1
q (R;V ))θ,α.

Thirdly, we can define the Besov space by finite difference; namely we define

B3(R;V ) = {u ∈ Lq(R;V ); ∥u∥B3(R;V ) <∞},
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where ∥u∥B3(R;V ) = ∥u∥Lq(R;V ) +
(∫∞

0
∥u(·+ h)− u∥αLq(R;V )h

−αθ−1dh
)1/α

. We

have B1(R;V ) = B2(R;V ) = B3(R;V ) and the norms of these spaces are mutually
equivalent (see [18]).

To consider the time local theory, we need Besov spaces on intervals. Let I ⊂ R
be an interval. We can define the Besov space Bθ

q,α(I;V ) in several ways. Firstly,
we can define this space by restriction, namely we define B1(I;V ) = B1(R;V )/ ∼,
where u ∼ v means u = v a.e. on I. The norm on B1(I;V ) is defined by

∥u∥B1(I;V ) = inf
v|I=u

∥v∥B1(R;V ).

Secondly, we can define B2(I;V ) = (Lq(I;V ),W 1
q (I;V ))θ,α. Thirdly, we can define

B3(I;V ) = {u ∈ Lq(I;V ); ∥u∥B3(I;V ) <∞},

where ∥u∥B3(I;V ) = ∥u∥Lq(I;V ) +
(∫∞

0
∥u(·+ h)− u∥αLq(Ih;V )h

−αθ−1dh
)1/α

with

Ih = {t ∈ R; t, t + h ∈ I}. For fixed I, we again have B1(I;V ) = B2(I;V ) =
B3(I;V ) with equivalence of the norms (see [19]). However, it is not clear whether
the norms on these spaces are uniformly equivalent with respect to |I|, namely the
length of I.

To prove the time local well-posedness of (1.1)-(1.2) for large data, we should take
|I| small enough so that the contraction mapping principle works. Therefore it is
important to observe how various constants in both linear and nonlinear estimates
depend on |I|. In the preceding works [5, 17, 22, 23], the proof of Theorem A is
based on the the restriction method and real interpolation, on the other hand the
nonlinear estimates are based on the finite difference. Hence it is important to
ensure the uniform equivalence of the norms in Bi(I;V ), i = 1, 2, 3, with respect
to |I|.

Alternatively, we can only use restriction method, but if we take this approach,
we should multiply time cut-off by the nonlinear term, so that negative powers of
|I| appear from time derivatives of the cut-off function, which makes it difficult for
the contraction mapping principle to work.

However, in the preceding works do not seem to take this point into account.
Therefore, in the present paper, we will give an alternative proof of Theorem 1.1
below, which has already appeared in [5, 17, 23], in order to ensure the time local
well-posedness really holds:

Theorem 1.1. Let n ≥ 3, 1 < s < min{4;n/2} and max{1; s/2} < p < 1 + 4/(n−
2s). Then for any u0 ∈ Hs, there exists T = T (∥u0∥Hs) such that (1.1)-(1.2) has a
unique solution u in C([−T, T ];Hs).

This paper is organized as follows. In §2, we first introduce the definition of the
Besov space and summarize basic properties thereof. Next we introduce Lemma 2.4,
which is the key estimate in the proof of Theorem 1.1. This lemma is essentially
obtained in the preceding work [16], but we modify it so that we can directly apply
this estimate to our problem. In §3, we prove Theorem 1.1 when 1 < s < 2. The
proof for 2 < s < 4 is given in §4.

2. Preliminaries

We first review the definition of Besov spaces. For the detail, we refer the reader
to [2,19]. We need Littlewood-Paley functions {ϕj}∞j=−∞ on R; namely, let ϕ be a
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function whose Fourier transform ϕ̂ is a non-negative even function which satisfies

supp ϕ̂ ⊂ {τ ∈ R; 1/2 ≤ |τ | ≤ 2} and
∑∞

j=−∞ ϕ̂(τ/2j) = 1 for τ ̸= 0. For j ∈ Z ,

we set ϕ̂j(·) = ϕ̂(·/2j) and ψ̂j =
∑j

k=−∞ ϕ̂k. If j = 0, we simply write ψ = ψ0.
We also need Littlewood-Paley functions on Rn. For x ∈ Rn, we define ψj(x) and
ϕj(x) by

ψj(x) =
1

(2π)n

∫
Rn

eixξψ̂j(|ξ|) dξ and ϕj(x) =
1

(2π)n

∫
Rn

eixξϕ̂j(|ξ|) dξ

respectively. If n = 1, then these functions coincide with previous ones. For s ∈ R
and 1 ≤ r, α ≤ ∞, the Besov space Bs

r,α(R
n) is defined by

Bs
r,α(R

n) = {u ∈ S ′(Rn); ∥u∥Bs
r,α(Rn) <∞},

where S ′(Rn) is the space of tempered distributions on Rn, and

∥u∥Bs
r,α(Rn) = ∥ψ ∗x u∥Lr(Rn) +


{∑

j≥1

(
2sj∥ϕj ∗x u∥Lr(Rn)

)α }1/α

, α <∞,

sup
j≥1

2sj∥ϕj ∗x u∥Lr(Rn), α = ∞.

Here ∗x denotes the convolution with respect to the variables in Rn. We next
prepare the Besov space of vector-valued functions. Let θ ∈ R, 1 ≤ q, α ≤ ∞ and
V a Banach space. We put

Bθ
q,α(R;V ) =

{
u ∈ S ′(R;V ); ∥u∥Bθ

q,α(R;V ) <∞
}
,

where

∥u∥Bθ
q,α(R;V ) = ∥ψ ∗t u∥Lq(R;V ) +

{∑
j≥1

(
2θj∥φj ∗t u∥Lq(R;V )

)α}1/α

(2.1)

with trivial modification as above if α = ∞. Here ∗t denotes the convolution in
R. In most cases, V is a function spaces on Rn like Lr(Rn), so that Bθ

q,α(R;V ) =

Bθ
q,α(R;Lr(Rn)), whose elements are regarded as functions defined on the space-

time with variables (t, x) ∈ R × Rn. This is why we use the symbols ∗t and ∗x.
For vector-valued Besov spaces, see [1, 18].

Lemma 2.1. Let θ ∈ R, 1 ≤ q0, q1 ≤ ∞, 1 ≤ α ≤ ∞. Let 1/q = (1− β)/q0 + β/q1
with 0 < β < 1. Let V , V0, V1 be Banach spaces which satisfy V0 ∩ V1 ⊂ V

and ∥u∥V ≲ ∥u∥1−β
V0

∥u∥βV1
for any u ∈ V0 ∩ V1. Then we have B0

q0,∞(R;V0) ∩
Bθ

q1,α(R;V1) ⊂ Bβθ
q,α/β(R;V ) with the inequality

∥u∥Bβθ
q,α/β

(R;V ) ≲ ∥u∥1−β
B0

q0,∞(R;V0)
∥u∥β

Bθ
q1,α(R;V1)

.

Proof. See Lemma 2.2 in [16]. □

Lemma 2.2. (i) Let V be a Banach space. Let 1 ≤ q < p < ∞, and θ = 1/q −
1/p. Let 1 ≤ α ≤ ∞. Then Bθ

q,α(R;V ) ⊂ Lp,α(R;V ) holds with the inequality
∥u∥Lp,α(R;V ) ≲ ∥u∥Bθ

q,α(R;V ). Here, Lp,α(R;V ) is the V -valued Lorentz space.

(ii) Let n ≥ 1, 1 ≤ r < r0 < ∞, and s = n/r − n/r0. Let 1 ≤ α ≤ ∞. Then
Bs

r,α(R
n) ⊂ Lr0,α(Rn) holds with the inequality ∥u∥Lr0,α(Rn) ≲ ∥u∥Bs

r,α(Rn). Espe-

cially, if α ≤ r0, then B
s
r,α(R

n) ⊂ Lr0(Rn) holds with the inequality ∥u∥Lr0 (Rn) ≲
∥u∥Bs

r,α(Rn).
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Proof. See Lemma 2.4 in [16]. □

In what follows, we write Lq(I;Lr) = Lq(I;Lr(Rn)) etc. for short. Especially,
if I = R, then we simply write Lq(Lr) = Lq(R;Lr).

Lemma 2.3. Let f = iλ|u|p−1u with λ ∈ C, p > 1. Let q, q0, q1, r, r0, r1, α ∈ [1,∞]
with 1/q = (p − 1)/q0 + 1/q1, 1/r = (p − 1)/r0 + 1/r1. Let 0 < θ < p. Then
f(u) ∈ Bθ

q,α(L
r) for any u ∈ Lq0(Lr0) ∩Bθ

q1,α(L
r1) with the following estimate:

∥f(u)∥Bθ
q,α(Lr) ≤ C∥u∥p−1

Lq0 (Lr0 )∥u∥Bθ
q1,α(Lr1 ).

Proof. The proof is essentially the same as that of Claim 4.3 in [16]. □

Lemma 2.4. Let 0 < θ < 1. Let (q, r) and (γ, ρ) be admissible pairs. Let (q̄, r̄) be
a pair satisfying 1 < q̄, r̄ < ∞ and 0 < 2/q̄ − δ(r̄) ≤ 2(1− θ). Then the solution u
to (1.3) satisfies the estimate

∥u∥L∞(H2θ)∩Bθ
q,2(L

r) ≤ C∥u0∥H2θ + C∥f∥Bθ
γ′,2(L

ρ′ ) + C∥f∥l2(Lq̄(Lr̄)). (2.2)

Here, ∥f∥l2(Lq̄(Lr̄)) = ∥ψ ∗x f∥Lq̄(Lr̄)+{
∑∞

k=1 ∥ϕk ∗x f∥2Lq̄(Lr̄)}
1/2. Moreover, in the

right-hand side of (2.2),
(i) ∥f∥l2(Lq̄(Lr̄)) can be removed if δ(ρ) < 2(1− θ);
(ii) ∥f∥l2(Lq̄(Lr̄)) can be replaced with ∥f∥B0

q̄,∞(Lr̄) if 0 < 2/q̄ − δ(r̄) < 2(1− θ);

(iii) ∥f∥l2(Lq̄(Lr̄)) can be replaced with ∥f∥l2(Lq̄,∞(Lr̄)) if r̄ ≤ 2;
(iv) ∥f∥l2(Lq̄(Lr̄)) can be replaced with ∥f∥l2(B0

q̄,∞(Lr̄)) if ρ′ < r̄.

Remark. (i) Actually, we can show that u ∈ C(R;H2θ). To prove this, let {fk}∞k=1 ⊂
S (R1+n) with ∥fk − f∥Bθ

γ′,2(L
ρ′ ) + ∥fk − f∥l2(Lq̄(Lr̄)) → 0. Let uk be the solution

to (1.3) with f replaced by fk. Then uk ∈ C(R;H2θ). By (2.2), we see that
∥uk − u∥L∞(R;H2θ) → 0. Therefore u ∈ C(R;H2θ).

(ii) If 2/q̄ − δ(r̄) = 2(1 − θ), then the homogeneous counterpart of (2.2) holds.
Namely, we have

∥u∥L∞(Ḣ2θ)∩Ḃθ
q,2(L

r) ≤ C∥u0∥Ḣ2θ + C∥f∥Ḃθ
γ′,2(L

ρ′ ) + C∥f∥l̇2(Lq̄(Lr̄)), (2.3)

where ∥u∥Ḣ2θ = ∥(−∆)θu∥L2 , ∥u∥Ḃθ
q,2(L

r) =
(∑∞

j=−∞ ∥ϕj ∗t u∥2Lq(Lr)

)1/2

and

∥f∥l̇2(Lq̄(Lr̄)) =
( ∞∑
k=−∞

∥ϕk ∗x f∥2Lq̄(Lr̄)

)1/2

.

Moreover, the modifications (i), (iii) and (iv) hold with l2 and B0
q̄,∞ replaced by l̇2

and Ḃ0
q̄,∞ respectively.

Proof. Since the homogeneous estimate has already been proved by Pecher [17], we
may assume u0 = 0. The inequality (2.2) has been proved in [16] when 2/q̄−δ(r̄) =
2(1 − θ), so we only consider the case (i)-(iv) in the statement of the lemma. By
the Fourier transform,

û(t, ξ) =

∫ t

0

ei(t−t′)|ξ|2 f̂(t′, ξ)dt′ =

∫ ∞

−∞

eitτ − eit|ξ|
2

2πi(τ − |ξ|2)
f̃(τ, ξ) dτ.



6 T. WADA

Here, f̃(τ, ξ) denotes the Fourier transform of f in the space-time, whereas f̂(t, ξ)
is the Fourier transform with respect to the spatial variables. We define v and v0
by

v̂(t, ξ) = p.v.-

∫ ∞

−∞
eitτ

f̃(τ, ξ)

2πi(τ − |ξ|2)
dτ (2.4)

and v̂0(ξ) = v̂(0, ξ) respectively, so that û = v̂ − eit|ξ|
2

v̂0. Using the formula

p.v.-
∫∞
−∞{(τ − |ξ|2)}−1eitτ dτ = πi sign(t)eit|ξ|

2

, we can write

v̂(t, ξ) =
1

2

∫ ∞

−∞
sign(t− t′)ei(t−t′)|ξ|2 f̂(t′, ξ)dt′,

and hence

u(t) = v(t)− U(t)v0 =
1

2

∫ ∞

−∞
sign(t− t′)U(t− t′)f(t′)dt′ − U(t)v0.

By the formula ϕj ∗t eit|ξ|
2

= eit|ξ|
2

ϕ̂j(|ξ|2), we have ϕj ∗t U(t)v0 = U(t)ϕj/2 ∗x v0.
Here ϕj/2∗x = ϕ̂j(−∆) = F−1

ξ ϕ̂j(|ξ|2)Fx. This is an abuse of symbol, but no

confusion is likely to arise. This notation matches the equivalence ∥u∥Bs
r,2

∼
∥ψ̂(−∆)u∥Lr+

(∑∞
j=1(2

sj/2∥ϕj/2∗xu∥Lr )2
)1/2

, see Lemma 2.3 in [16]. The Strichartz
estimate shows

∥ϕj ∗t U(t)v0∥Lq(Lr) = ∥U(t)ϕj/2 ∗x v0∥Lq(Lr) ≲ ∥ϕj/2 ∗x v0∥L2

≤ ∥ϕj/2 ∗x v∥L∞(L2).

Here, in the last inequality we have used v0 = v(0). Therefore we obtain

∥ϕj ∗t u∥Lq(Lr) + ∥ϕj/2 ∗x u∥L∞(L2) ≲ ∥ϕj ∗t v∥Lq(Lr) + ∥ϕj/2 ∗x v∥L∞(L2). (2.5)

By the Strichartz estimate together with the commutative law for the convolution,
we obtain ∥ϕj ∗t v∥Lq(Lr) ≲ ∥ϕj ∗t f∥Lγ′ (Lρ′ ). We next estimate ∥ϕj/2 ∗x v∥L∞(L2).

We put χj =
∑j+2

k=j−2 ϕj and

Kj(t, x) =
1

(2π)1+n

∫∫
R1+n

eitτ+ixξ ϕ̂j(|ξ|2)(1− χ̂j(τ))

i(τ − |ξ|2)
dτdξ

= 2nj/2K0(2
jt, 2j/2x).

The second equality is easily shown by the change of variable. For any positive
integer m, we can show the estimate |K0(t, x)| ≲ (1 + |t| + |x|)−m, which will be

shown at the end of the proof. We multiply ϕ̂j(|ξ|2) = χ̂j(|ξ|2)ϕ̂j(|ξ|2) by the
both-sides of (2.4) and decompose as

ϕ̂j(|ξ|2)v̂(t, ξ) = p.v.-

∫ ∞

−∞
eitτ

ϕ̂j(|ξ|2)χ̂j(τ)

i(τ − |ξ|2)
f̃(τ, ξ)dτ

+

∫ ∞

−∞
eitτ

χ̂j(|ξ|2)ϕ̂j(|ξ|2)(1− χ̂j(τ))

2πi(τ − |ξ|2)
f̃(τ, ξ)dτ,

or equivalently

ϕj/2 ∗x v(t) =
1

2

∫ ∞

−∞
sign(t− t′)U(t− t′)ϕj/2 ∗x χj ∗t f(t′)dt′

+ (Kj ∗t,x χj/2 ∗x f)(t).
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By the Strichartz estimate, we have

∥ϕj/2 ∗x v∥L∞(L2) ≲ ∥χj ∗t f∥Lγ′ (Lρ′ ) + ∥Kj ∗t,x χj/2 ∗x f∥L∞(L2). (2.6)

For the low frequency parts ψ ∗t u and ψ̂(−∆)u, we have the trivial estimate

∥ψ ∗t u∥Lq(Lr) + ∥ψ̂(−∆)u∥Lq(Lr) ≲ ∥u∥Lq(Lr) ≲ ∥f∥Lγ′ (Lρ′ ).

Hence, we obtain from (2.5)-(2.6) that

∥u∥L∞(H2θ)∩Bθ
q,2(L

r) ≲ ∥f∥Bθ
γ′,2(L

ρ′ ) + J, (2.7)

where J =
(∑∞

j=1(2
θj∥Kj ∗t,x χj/2 ∗x f∥L∞(L2))

2
)1/2

. Therefore, it suffices to

estimate J in the following cases (i)-(iv).
Case (i). Let δ(ρ) < 2(1 − θ). We define (q0, r0) by 1/q0 = 1/γ′ − θ, r0 = ρ′.

By assumption, 2/q0 = 2(1 − θ) − δ(ρ) > 0. We also define (q̃0, r̃0) by q̃0 = q′0,
1/r̃0 = 3/2− 1/r0. Then by the change of variables, we see

∥Kj∥Lq̃0,1(Lr̃0 ) = 2(n/2−1/q̃0−n/2r̃0)j∥K0∥Lq̃0,1(Lr̃0 ) ≲ 2−θj ,

since n/2− 1/q̃0 − n/2r̃0 = 1/q0 − δ(r0)/2− 1 = −θ. By the Young inequality and
the Hölder type inequality for the Lorentz space together with Lemma 2.2, we have

J ≲
( ∞∑
j=1

(2θj∥Kj∥Lq̃0,1(Lr̃0 )∥χj/2 ∗x f∥Lq0,∞(Lr0 ))
2
)1/2

≲
( ∞∑
j=1

∥χj/2 ∗x f∥2Lq0,∞(Lr0 )

)1/2

≲
( ∞∑
j=1

∥χj/2 ∗x f∥2Bθ
γ′,2(L

ρ′ )

)1/2

≲ ∥ψ ∗x f∥Lγ′ (Lρ′ ) +
( ∞∑
j=1

∥ϕj ∗x f∥2Bθ
γ′,2(L

ρ′ )

)1/2

= ∥f∥l2(Bθ
γ′,2(L

ρ′ )).

Since γ′, ρ′ ≤ 2, we have l2(Bθ
γ′,2(L

ρ′
)) ⊃ Bθ

γ′,2(l
2(Lρ′

)) = Bθ
γ′,2(B

0
ρ′,2) ⊃ Bθ

γ′,2(L
ρ′
).

Therefore, we obtain J ≲ ∥f∥Bθ
γ′,2(L

ρ′ ), and hence we can drop J from the right-

hand side of (2.7).
In what follows we assume δ(ρ) ≥ 2(1 − θ); if not, the desired (actually better)

result follows from Case (i).
Case (ii). Let 0 < 2/q̄ − δ(r̄) < 2(1 − θ). Then we see δ(ρ′) ≤ −2(1 − θ) <

δ(r̄). For 0 < β < 1, we define (q0, r0) by 1/r0 = (1 − β)/r̄ + β/ρ′ and 1/q0 =
(1 − β)/q̄ + β(1/γ′ − θ), or equivalently δ(r0) = (1 − β)δ(r̄) + βδ(ρ′) and 2/q0 =
(1 − β)(2/q̄ − δ(r̄)) + 2β(1 − θ) + δ(r0). We can choose β satisfying −2(1 − θ) <
δ(r0) < min{0, δ(r̄)} and 0 < 1/q0 < 1. Indeed, if r̄ ≤ 2, then we choose β ∼ 0 so
that δ(r0) ∼ δ(r̄) > 2(1 − θ) and that 1/q0 ∼ 1/q̄ > 0; if r̄ > 2, then we choose β
so that r0 ∼ 2, and for such β we have 2/q0 ∼ (1− β)(2/q̄ − δ(r̄)) + 2β(1− θ) > 0.
In both cases, we see 1/q0 < (1 − β)/q̄ + β/γ′ < 1. Moreover we can easily check
that 0 < 2/q0 − δ(r0) < 2(1− θ). We define (q̃0, r̃0) by q̃0 = q′0, 1/r̃0 = 3/2− 1/r0
as in the previous case. Since ∥Kj∥Lq̃0,1(Lr̃0 ) = C 2−(θ+ϵ)j with

−ϵ = n/2− 1/q̃0 − n/2r̃0 + θ = 1/q0 − δ(r0)/2− 1 + θ < 0,
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we obtain

J ≲
( ∞∑
j=1

(2θj∥Kj∥Lq̃0,1(Lr̃0 )∥χj/2 ∗x f∥Lq0,∞(Lr0 ))
2
)1/2

≲
( ∞∑
j=1

2−ϵj∥χj/2 ∗x f∥2Lq0,∞(Lr0 )

)1/2

≲ sup
j≥1

∥χj/2 ∗x f∥Lq0,∞(Lr0 ).

Let 1/γ̄ = 1/q0 + βθ = (1 − β)/q̄ + β/γ′. By Lemmas 2.1 and 2.2, we have

Lq0,∞(Lr0) ⊃ Bβθ
γ̄,∞(Lr0) ⊃ B0

q̄,∞(Lr̄)∩Bθ
γ′,2(L

ρ′
). From this we obtain the follow-

ing estimates, thereby obtaining the claim:

J ≲ sup
j≥1

{∥χj/2 ∗x f∥B0
q̄,∞(Lr̄) + ∥χj/2 ∗x f∥Bθ

γ′,2(L
ρ′ )}

≲ ∥f∥B0
q̄,∞(Lr̄) + ∥f∥Bθ

γ′,2(L
ρ′ ). (2.8)

Case (iii). Let r̄ ≤ 2. We choose (q0, r0) = (q̄, r̄) and define (q̃0, r̃0) by q̃0 = q′0,
1/r̃0 = 3/2−1/r0. Then, similarly as in Case (i), we see J ≲ ∥f∥l2(Lq0,∞(Lr0 )) since
n/2− 1/q̃0 − n/2r̃0 = 1/q̄ − δ(r̄)/2− 1 ≤ −θ.

Case (iv). Let ρ′ < r̄. We may assume 2/q̄ − δ(r̄) = 2(1− θ), since (2.8) gives a
better estimate if 2/q̄ − δ(r̄) < 2(1 − θ). For 0 < β < 1, we define (q0, r0), (q̃0, r̃0)
and γ̄ as in Case (ii). We can choose β such that 1 < q0 < ∞ and ρ′ < r0 <
min{2; r̄}. Then as in Case (ii), we obtain J ≲ ∥f∥l2(Lq0,∞(Lr0 )). By Lemmas 2.1

and 2.2, we have Lq0,∞(Lr0) ⊃ Bβθ
γ̄,∞(Lr0) ⊃ B0

q̄,∞(Lr̄) ∩ Bθ
γ′,2(L

ρ′
). This implies

J ≲ ∥f∥l2(B0
q̄,∞(Lr̄)) + ∥f∥Bθ

γ′,2(L
ρ′ ), since l

2(Bθ
γ′,2(L

ρ′
)) ⊃ Bθ

γ′,2(L
ρ′
).

Finally we show K0(t, x) ≲ (1 + |t| + |x|)−m. Indeed, on the support of the
integrand of K0, we have |τ | ̸∈ [1/4, 4] and |ξ|2 ∈ [1/2, 2], so that |τ − |ξ|2| ≥ 1/4.

Therefore
∫
|τ−|ξ|2|≤6

eitτ ϕ̂0(|ξ|2)(1− χ̂0(τ))(τ−|ξ|2)−1 dτ is bounded. On the other

hand, we see χ̂0(τ) = 0 when |τ − |ξ|2| ≥ 6, and hence∫
|τ−|ξ|2|≥6

eitτ
ϕ̂0(|ξ|2)(1− χ̂0(τ))

i(τ − |ξ|2)
dτ =

∫
|τ−|ξ|2|≥6

eitτ
ϕ̂0(|ξ|2)
i(τ − |ξ|2)

dτ

= 2 sign(t)eit|ξ|
2

ϕ̂0(|ξ|2)
∫ ∞

6/|t|

sin τ

τ
dτ.

This is also bounded, and hence we have proved the boundedness of K0(t, x). More-
over, for 1 ≤ l ≤ n, the integration by parts shows

xlK0(t, x) =
1

(2π)1+n

∫∫
R1+n

eitτ+ixξ ∂

∂ξl

ϕ̂0(|ξ|2)(1− χ̂0(τ))

τ − |ξ|2
dτdξ

=
1

(2π)1+n

∫∫
R1+n

eitτ+ixξ 2ξl

{ ϕ̂′0(|ξ|2)(1− χ̂0(τ))

τ − |ξ|2

+
ϕ̂0(|ξ|2)(1− χ̂0(τ))

(τ − |ξ|2)2
}
dτdξ,

and the right-hand side is bounded as above. Repeating this, we can obtain the
desired estimate. □
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3. Proof of Theorem 1.1—case s < 2

We divide the proof of the main theorem into the cases (i) 1 < s < 2 and (ii)
2 < s < 4. The case s = 2 has already been treated by Tsutsumi [20], Kato [11,12],
and Cazenave-Weissler [4]. We may assume 1 < p ≤ s because the case p > s has
already treated by Cazenave-Weissler [4].

In this section we consider the case where 1 < s < 2. We put κ = 1−(n−2s)(p−
1)/4. By assumption, we have 0 < κ < 1. Let (q, r) and (γ, ρ) be admissible pairs
which satisfy max{1− 2κ; 0} < δ(r) < min{2(1− κ); 1} and δ(r) + δ(ρ) = 2(1− κ).

Let 1/q0 = 1/γ′−1/q = κ. We put Xs = L∞(R;Hs)∩Bs/2
q,2 (R;Lr). For an interval

I ⊂ R, we set Xs(I) = Xs/ ∼, where u ∼ v means u = v a.e. on I. For each
equivalence class [u] ∈ Xs(I), its norm is defined by ∥[u]∥Xs(I) = inf{∥v∥Xs ; v ∼ u}.
For R > 0, we put BR = {[u] ∈ Xs(I); ∥[u]∥Xs(I) ≤ R}. For [u], [v] ∈ BR, we define
the metric d([u], [v]) = ∥u− v∥L∞(I;L2)∩Lq(I;Lr).

Lemma 3.1. (BR, d) is a complete metric space.

Proof. ices to show that BR is closed in L∞(I;L2)∩Lq(I;Lr). To this end, we shall
show that if {[uk]}∞k=1 is a sequence in BR with d([uk], [u∞]) → 0, then [u∞] ∈ BR.
Let ϵ be an arbitrary positive number. We may assume that ∥uk∥Xs ≤ R+ϵ, so that
there is a subsequence {uk(l)}∞l=1 which converges ∗-weakly in L∞(R;Hs). We put
u∗ = w∗- liml→∞ uk(l) ∈ L∞(R;Hs). Since the sequence {uk(l)}∞l=1 is bounded in

B
s/2
q,2 (R;Lr) and converges to u∗ in S ′(R1+n), we can easily show that {uk(l)}∞l=1

weakly converges to u∗ in B
s/2
q,2 (R;Lr). Hence we have u∗ ∈ Xs and

∥u∗∥Xs ≤ lim
l→∞

∥uk(l)∥Xs ≤ R+ ϵ.

On the other hand, {uk(l)}∞l=1 converges to u∞ in L∞(I;L2)∩Lq(I;Lr). Therefore,
u∗(t) must coincide with u∞(t) a.e. t on I, which implies [u∗] = [u∞], so that
∥[u∞]∥Xs(I) ≤ ∥u∗∥Xs ≤ R+ ϵ. Since ϵ > 0 is arbitrary, we have ∥[u∞]∥Xs(I) ≤ R,
namely [u∞] ∈ BR. □

We take 0 < T ≤ 1 to be determined later and put I = [−T, T ]. Let ζ ∈ C∞
0 (R)

be a function which satisfies ζ(t) = 1 if |t| ≤ 1 and ζ(t) = 0 if |t| ≥ 2. We put
ζT (t) = ζ(t/T ). We define the operator Φ by

{Φ(u)}(t) = U(t)u0 + {U ⊗ f(u)}(t),

where (U ⊗ g)(t) =
∫ t

0
U(t− t′)g(t′) dt′. With suitable choices of R and T , we show

that Φ is a contraction mapping on (BR, d). We similarly define ΦT by

{ΦT (u)}(t) = U(t)u0 + {U ⊗ ζT f(u)}(t).

Clearly, {ΦT (u)}(t) = {Φ(u)}(t) for t ∈ I, and hence ∥[Φ(u)]∥Xs(I) ≤ ∥ΦT (u)∥Xs .
By the paraproduct formula,

ζT f = (ψ4 ∗t ζT ) · (ψ2 ∗t f) +
∞∑
k=3

(ψk−3 ∗t ζT ) · (ϕk ∗t f)

+

∞∑
k=5

(ϕk ∗t ζT ) · (ψk−3 ∗t f) +
∞∑
k=3

(χk ∗t ζT ) · (ϕk ∗t f)

≡ (ζT f)LL + (ζT f)LH + (ζT f)HL + (ζT f)HH. (3.1)
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Here, we recall the notation χk =
∑k+2

j=k−2 ϕj . In what follows, f̂ denotes the
Fourier transform of f with respect to t. Clearly, we have

Ft{ϕj ∗t (ζT f)LH}(τ) =
∞∑
k=3

∫ ∞

−∞
ϕ̂j(τ)ψ̂k−3(τ − τ ′)ϕ̂k(τ

′)ζ̂T (τ − τ ′)f̂(τ ′) dτ ′.

If ϕ̂j(τ)ψ̂k−3(τ − τ ′)ϕ̂k(τ
′) ̸= 0, then roughly speaking we have |τ | ∼ |τ ′| ≳ |τ − τ ′|.

More precisely, we have |τ − τ ′| < 2k−2, 2k−1 < |τ ′| < 2k+1 and 2j−1 < |τ | <
2j+1. From the first two inequalities, we have 2k−2 < |τ | < 2k+2. This inequality,
combined with the third one, implies j − 2 ≤ k ≤ j + 2. Therefore we obtain

ϕj ∗t (ζT f)LH =

j+2∑
k=(j−2)∨3

ϕj ∗t {(ψk−3 ∗t ζT ) · (ϕk ∗t f)}.

We can similarly obtain

ϕj ∗t (ζT f)HL =

j+2∑
k=(j−2)∨5

ϕj ∗t {(ϕk ∗t ζT ) · (ψk−3 ∗t f)},

ϕj ∗t (ζT f)HH =

∞∑
k=(j−4)∨3

ϕj ∗t {(χk ∗t ζT ) · (ϕk ∗t f)}.

We also have ψ ∗t (ζT f)LH = ψ ∗t (ζT f)HL = 0.
Let (γ0, ρ0) be another admissible pair with max{2(1 − κ) − s; 0} < δ(ρ0) <

min{2(1 − κ); 2 − s}. We put ν0 = 2n/(n − 2s), so that we have the embedding
Lν0 ⊃ Hs by the Sobolev inequality. We also put r̄ = ν0/p, so that δ(r̄) =
s − 2(1 − κ). We choose q̄ such that 1/q̄ = κ − ϵ with sufficiently small ϵ > 0, so
that 0 < 2/q̄ − δ(δ̄) < 2− s. Therefore, from Lemma 2.4 (i)-(ii), we obtain

∥ΦT (u)∥Xs ≲ ∥u0∥Hs + ∥(ζT f)LH∥Bs/2

γ′,2(L
ρ′ )

+ ∥(ζT f)LH∥B0
q̄,∞(Lr̄)

+ ∥(ζT f)LL + (ζT f)HL + (ζT f)HH∥Bs/2

γ′
0,2

(Lρ′0 )
.

Apart from LH part, for LL, HL and HH parts we do not need additional space
like B0

q̄,∞(Lr̄), since δ(ρ0) < 2− s. We begin with the estimate of (ζT f)LH. By the
Hölder and the Young inequalities, we have

∥ϕj ∗t (ζT f)LH∥Lγ′ (Lρ′ ) ≤
j+2∑

k=(j−2)∨3

∥ζT ∥Lq0∥ϕk ∗t f∥Lq(Lρ′ ),

and hence

∥(ζT f)LH∥Bs/2

γ′,2(L
ρ′ )

≲ ∥ζT ∥Lq0 ∥f∥Bs/2
q,2 (Lρ′ )

≲ Tκ∥f∥
B

s/2
q,2 (Lρ′ )

.

Since 1/ρ′ = (p− 1)/ν0 + 1/r, Lemma 2.3 shows

∥(ζT f)LH∥Bs/2

γ′,2(L
ρ′ )

≲ Tκ∥u∥p−1
L∞(Lν0 )∥u∥Bs/2

q,2 (Lr)
≲ Tκ∥u∥p−1

L∞(Hs)∥u∥Bs/2
q,2 (Lr)

.

(3.2)
On the other hand, we have

∥(ζT f)LH∥B0
q̄,∞(Lr̄) ≲ ∥ζT ∥Lq̄∥f∥L∞(Lr̄) = |λ|∥ζT ∥Lq̄∥u∥pL∞(Lν0 )

≲ Tκ−ϵ∥u∥pL∞(Hs) (3.3)
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by the equality ∥ζT ∥Lq̄ = CTκ−ϵ and the inclusion Lν0 ⊃ Hs. In the same way, we
obtain

∥(ζT f)HL∥Bs/2

γ′
0,2

(Lρ′0 )
≲ ∥ζT ∥Bs/2

γ′
0,2

∥f∥
L∞(Lρ′0 )

,

∥(ζT f)LL∥Bs/2

γ′
0,2

(Lρ′0 )
≲ ∥ζT ∥Lγ′

0
∥f∥

L∞(Lρ′0 )
.

For HH part, we have

∥(ζT f)HH∥2
B

s/2

γ′
0,2

(Lρ′0 )
≲

∞∑
l=1

2sl
( ∞∑
k=l

∥(χk ∗t ζT ) · (ϕk ∗t f)∥Lγ′
0 (Lρ′0 )

)2

≲ ∥f∥2
L∞(Lρ′0 )

∞∑
l=1

2sl
( ∞∑
k=l

∥χk ∗t ζT ∥Lγ′
0

)2

.

By the Schwarz inequality, we see( ∞∑
k=l

∥χk ∗t ζT ∥Lγ′
0

)2

≤
∞∑
k=l

2−ϵk
∞∑
k=l

2ϵk∥χk ∗t ζT ∥2
Lγ′

0

= C2−ϵl
∞∑
k=l

2ϵk∥χk ∗t ζT ∥2
Lγ′

0
,

so that

∥(ζT f)HH∥2
B

s/2

γ′
0,2

(Lρ′0 )
≲ ∥f∥2

L∞(Lρ′0 )

∞∑
l=1

2(s−ϵ)l
∞∑
k=l

2ϵk∥χk ∗t ζT ∥2
Lγ′

0

= ∥f∥2
L∞(Lρ′0 )

∞∑
k=1

2ϵk∥χk ∗t ζT ∥2
Lγ′

0

k∑
l=1

2(s−ϵ)l

= C∥f∥2
L∞(Lρ′0 )

∞∑
k=1

2sk∥χk ∗t ζT ∥2
Lγ′

0

≲ ∥ζT ∥2Bs/2

γ′
0,2

∥f∥2
L∞(Lρ′0 )

.

Collecting these estimates, we obtain

∥(ζT f)LL + (ζT f)HL + (ζT f)HH∥Bs/2

γ′
0,2

(Lρ′0 )
≲ ∥ζT ∥Bs/2

γ′
0,2

∥f∥
L∞(Lρ′0 )

.

We put κ0 = 1/γ′0 − s/2 = (2− δ(ρ0)− s)/2. By assumption, we have 0 < κ0 < κ.
By the definition of the Besov space, for 0 < T ≤ 1, we can show ∥ζT ∥Bs/2

γ′
0,2

≲ Tκ0 .

On the other hand, we define ν1 by 1/ρ′0 = (p − 1)/ν0 + 1/ν1, or equivalently
δ(ν1) = 2(1 − κ) − δ(ρ0). Since 0 < δ(ν1) < s, we have the embedding Lν1 ⊃ Hs.

Therefore, we see ∥f∥
Lρ′0

≲ ∥u∥p−1
Lν0 ∥u∥Lν1 ≲ ∥u∥pHs , and consequently

∥(ζT f)LL + (ζT f)HL + (ζT f)HH∥Bs/2

γ′
0,2

(Lρ′0 )
≲ Tκ0∥u∥pHs . (3.4)

Thus, from (3.2)-(3.4) we obtain ∥ΦT (u)∥Xs ≤ C∥u0∥Hs + CTκ0∥u∥pXs , so that

∥[Φ(u)]∥Xs(I) ≤ C∥u0∥Hs + CTκ0Rp

for [u] ∈ BR. If we choose R and T such that C∥u0∥Hs ≤ R/2 and CTκ0Rp−1 ≤
1/2, then we see that Φ maps BR into itself.
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We can estimate the difference Φ(u) − Φ(v) more easily. Let [u], [v] ∈ BR. By
the Strichartz estimate together with the inequality

|f(u)− f(v)| ≤ Cmax{|u|; |v|}p−1|u− v|, (3.5)

we obtain the following:

∥Φ(u)− Φ(v)∥L∞(I;L2)∩Lq(I;Lr) ≲ ∥f(u)− f(v)∥Lγ′ (I;Lρ′ )

≲ Tκ max{∥u∥L∞(I;Hs); ∥v∥L∞(I;Hs)}p−1∥u− v∥Lq(I;Lr)

≲ TκRp−1∥u− v∥L∞(I;L2)∩Lq(I;Lr). (3.6)

Therefore, if T is sufficiently small, then Φ is a contraction mapping on (BR, d).
By the contraction mapping principle, there exists a unique fixed point of Φ in BR.
Therefore we have proved the existence of the solution to (1.1)-(1.2) in Xs(I). The
uniqueness of the solution in C(I;Hs) was proved in [13]. □

4. Proof of Theorem 1.1—case 2 < s < 4

In this section we consider the case where 2 < s < 4. As in §3, we put κ =
1− (n−2s)(p−1)/4. Let (q, r) and (γ, ρ) be admissible pairs as in §3, namely they
satisfy max{1 − 2κ; 0} < δ(r) < min{2(1 − κ); 1} and δ(r) + δ(ρ) = 2(1 − κ). We
define r0 by 1/r0 = 1/2− (s− 2)/n, or equivalently δ(r0) = s− 2. We put

Y s = L∞(R;H2) ∩W 1
∞(R;L2) ∩ L∞(R;H2

r0) ∩W
1
∞(R;Lr0) ∩Bs/2

q,2 (R;Lr).

For I = [−T, T ] with 0 < T ≤ 1, we set Y s(I) = Y s/ ∼, where u ∼ v means u = v
on I, and ∥[u]∥Y s(I) = inf{∥v∥Y s ; v ∼ u}. Similarly as Lemma 3.1, we can show

that B̃R = {[u] ∈ Y s(I); ∥[u]∥Y s(I) ≤ R, u(0) = u0} is a complete metric space with
metric d([u], [v]) = ∥u− v∥L∞(I;L2)∩Lq(I;Lr). We define the operator ΨT by

{ΨT (u)}(t) = U(t)u0 + {U ⊗ (ζ2FT + ζ2f(u0))}(t). (4.1)

Here, FT (t) =
∫ t

0
ζT (t

′)∂t′f(u(t
′)) dt′ and ζT (t) = ζ(t/T ) is the same as in §3;

especially ζ2(t) = ζ(t/2), so that ζ2ζT = ζT . If t ∈ I, then FT (t) = f(u(t))− f(u0),
so that {ΨT (u)}(t) = {Φ(u)}(t). With suitable choices of R and T , we show that

Φ is a contraction mapping on (B̃R, d). Since ΨT (u) satisfies the equation

(∂t + i∆)ΨT (u) = ζ2FT + ζ2f(u0),

it suffices to estimate

∥∂tΨT (u)∥Xs−2 , ∥ΨT (u)∥L∞(L2)∩Lq(Lr), and ∥ζ2FT + ζ2f(u0)∥Z

instead of ∥ΨT (u)∥Y s . Here, we recall that Xs−2 = L∞(Hs−2) ∩ Bs/2−1
q,2 (Lr), and

we set Z = L∞(L2) ∩ L∞(Lr0). We should distinguish the cases 2 < s ≤ 3 and
3 < s < 4, since we have to estimate ∥∂tΨT (u)∥Xs−2 differently.

We begin with the case where 2 < s ≤ 3. Taking the time derivative of (4.1), we
obtain

∂tΨT (u) = U(·)u̇0 + U ⊗ (ζT∂tf(u) + ζ̇2FT + ζ̇2f(u0)),

where u̇0 = −i∆u0 + f(u0). From Lemma 2.4 we have

∥∂tΨT (u)∥Xs−2 ≲ ∥u̇0∥Hs−2 + ∥ζT∂tf∥Bs/2−1

γ′,2 (Lρ′ )

+ ∥ζ̇2FT ∥Bs/2−1

γ′,2 (Lρ′ )
+ ∥ζ̇2f(u0)∥Bs/2−1

γ′,2 (Lρ′ )
. (4.2)
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We shall estimate each term of the right-hand side. We recall that ν0 = 2n/(n−2s).
We define ν2 by 1/2 = (p − 1)/ν0 + 1/ν2, or equivalently δ(ν2) = 2(1 − κ). Then
we have the inclusion Hs−2

ν2
⊃ Hs−2k ⊃ Hs, thereby obtaining ∥f(u0)∥Hs−2 ≲

∥u∥p−1
Lν0 ∥u∥Hs−2

ν2
≲ ∥u∥pHs . Therefore

∥u̇0∥Hs−2 ≲ ∥u0∥Hs(1 + ∥u0∥Hs)p−1. (4.3)

We recall that 1/q0 = 1/γ′ − 1/q = κ. We choose a number µ > 0 such that
0 < min{1/q; s/2−1}−µ≪ 1. We put 1/q1 = 1/γ′−1/q+µ and κ1 = 1/q1−s/2+1.
Then, we see

κ1 = 2− s/2− 1/γ − 1/q + µ = κ+ µ− s/2 + 1,

so that 0 < κ1 < κ. By the Leibniz rule together with Lemmas 2.2 and 2.3, we
have

∥ζT∂tf∥Bs/2−1

γ′,2 (Lρ′ )
≲ ∥ζT ∥Lq0∥∂tf∥Bs/2−1

q,2 (Lρ′ )
+ ∥ζT ∥Bs/2−1

q1,2
∥∂tf∥Lq/(1−qµ)(Lρ′ )

≲ Tκ∥u∥p−1
L∞(H2

r0
)∥u∥Bs/2

q,2 (Lr)
+ Tκ1∥u∥p−1

L∞(H2
r0

)∥u∥Bµ+1
q,2 (Lr)

≲ Tκ1∥u∥p−1
L∞(H2

r0
)∥u∥Bs/2

q,2 (Lr)
. (4.4)

We proceed to the estimate of ∥ζ̇2FT ∥Bs/2−1

γ′,2 (Lρ′ )
. By the inclusion

B
s/2−1
γ′,2 (Lρ′

) ⊃W 1
γ′(Lρ′

)

and the relation ζ̇2ζT = 0 together with 1/q′ > κ, we see

∥ζ̇2FT ∥Bs/2−1

γ′,2 (Lρ′ )
≲ ∥ζ̈2FT ∥Lγ′ (Lρ′ ) + ∥ζ̇2FT ∥Lγ′ (Lρ′ )

≲ ∥ζT ∥Lq′∥∂tf∥Lq(Lρ′ )

≲ Tκ∥u∥p−1
L∞(H2

r0
)∥∂tu∥Lq(Lr), (4.5)

∥ζ̇2f(u0)∥Bs/2−1

γ′,2 (Lρ′ )
≲ ∥f(u0)∥Lρ′ ≲ ∥u0∥p−1

Lν0 ∥u0∥Lr ≲ ∥u0∥pHs . (4.6)

From (4.2)-(4.6), we obtain

∥∂tΨT (u)∥Xs−2 ≲ ∥u0∥Hs(1 + ∥u0∥Hs)p−1 + Tκ1∥u∥pY s . (4.7)

Similarly (actually more easily), we have

∥ΨT (u)∥L∞(L2)∩Lq(Lr) ≲ ∥u0∥L2 + ∥ζ2FT ∥Lγ′ (Lρ′ ) + ∥ζ2f(u0)∥Lγ′
1 (Lρ′1 )

≲ ∥u0∥L2 + Tκ∥u∥p−1
L∞(H2

r0
)∥∂tu∥Lq(Lr) + ∥u0∥pHs

≲ ∥u0∥Hs(1 + ∥u0∥Hs)p−1 + Tκ∥u∥pY s . (4.8)

We next estimate ∥ζ2FT ∥Z . Using the integration by parts, we have

FT (t) =

∫ t

0

ζT (t
′)∂t′{f(u(t′))− f(u0)} dt′

= ζT (t){f(u(t))− f(u0)} −
∫ t

0

ζ̇T (t
′){f(u(t′))− f(u0)} dt′. (4.9)

Therefore, if we show

∥f(u(t))− f(u0)∥L2∩Lr0 ≲ |t|κ∥u∥pY s , (4.10)
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then we easily obtain ∥FT ∥Z ≲ Tκ∥u∥pY s . We prove (4.10). For simplicity we
assume that t > 0. We see

∥u(t)− u0∥L2 ≤
∫ t

0

∥∂t′u(t′)∥L2dt′ ≤ t∥u∥W 1
∞(L2) ≤ t∥u∥Y s ,

and hence ∥u(t)−u0∥Lν2 ≲ ∥u(t)−u0∥κL2∥u(t)−u0∥1−κ
H2 ≲ tκ∥u∥Y s by interpolation.

Therefore, by the inequality (3.5), we have

∥f(u(t))− f(u0)∥L2 ≲ ∥u∥p−1
L∞(Lν0 )∥u(t)− u0∥Lν2 ≲ tκ∥u∥pY s .

In the same way we can obtain ∥f(u(t)) − f(u0)∥Lr0 ≲ tκ∥u∥pY s , and hence we
obtain (4.10). On the other hand, like (4.3), we have ∥ζ2f(u0)∥Z ≲ ∥f(u0)∥Hs−2 ≲
∥u0∥Hs(1 + ∥u0∥Hs)p−1, since Lr0 ⊃ Hs−2. Therefore, we obtain

∥ζ2FT + ζ2f(u0)∥Z ≲ Tκ∥u∥pY s + ∥u0∥Hs(1 + ∥u0∥Hs)p−1. (4.11)

Consequently, from the estimates (4.7), (4.8) and (4.11) we obtain

∥ΨT (u)∥Y s ≲ ∥u0∥Hs(1 + ∥u0∥Hs)p−1 + Tκ1∥u∥pY s ,

so that

∥[Φ(u)]∥Y s(I) ≲ ∥u0∥Hs(1 + ∥u0∥Hs)p−1 + Tκ1∥[u]∥pY s(I).

The estimate (3.6) still holds for s > 2. These estimates show that if R > 0 is large

and T > 0 is small, then Φ defines a contraction mapping on (B̃R, d). Therefore, by
the contraction mapping principle, there exists a unique fixed point of Φ in Y s(I).

We next consider the case 3 < s < 4. Let (γ1, ρ1) be another admissible pair
satisfying max{4 − 2κ − s; 0} < δ(ρ1) < min{2(1 − κ); 1; 4 − s}. From Lemma 2.4
together with paraproduct formula, we have

∥∂tΨT (u)∥Xs−2 ≲ ∥u̇0∥Hs−2 + ∥(ζT∂tf)LH∥Bs/2−1

γ′,2 (Lρ′ )

+ ∥(ζT∂tf)LH∥B0
q̄1,∞(Lr̄1 )

+ ∥(ζT∂tf)LL + (ζT∂tf)HL + (ζT∂tf)HH∥Bs/2−1

γ′
1,2

(Lρ′1 )

+ ∥ζ̇2FT ∥Bs/2−1

γ′
1,2

(Lρ′1 )
+ ∥ζ̇2f(u0)∥Bs/2−1

γ′
1,2

(Lρ′1 )
. (4.12)

Like (3.1), the subscripts L and H mean hi and low-frequency parts. The exponent
r̄1 is defined by 1/r̄1 = (p − 1)/ν0 + 1/r0, or equivalently δ(r̄1) = s − 4 + 2κ, and
q̄1 is so chosen that 1/q̄1 = κ − ϵ with sufficiently small ϵ > 0. We shall estimate
each term of the right-hand side. We define ν3 by 1/ρ′1 = (p − 1)/ν0 + 1/ν3, or
equivalently δ(ν3) = 2(1−κ)−δ(ρ1). By the assumption on ρ1, we have 2 < ν3 < r0,
and hence we have the inclusion Lν3 ⊃ L2∩Lr0 ⊃ Hs−2. We can show the following
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estimates (4.13)-(4.15) similarly as (3.2)-(3.4) respectively:

∥(ζT∂tf)LH∥Bs/2−1

γ′,2 (Lρ′ )
≲ ∥ζT ∥Lq0∥∂tf∥Bs/2−1

q,2 (Lρ′ )

≲ Tκ∥u∥p−1
L∞(H2

r0
)∥u∥Bs/2

q,2 (Lr)
, (4.13)

∥(ζT∂tf)LH∥B0
q̄1,∞(Lr̄1 ) ≲ ∥ζT ∥Lq̄1 ∥∂tf∥L∞(Lr̄1 )

≲ Tκ−ϵ∥u∥p−1
L∞(H2

r0
)∥∂tu∥L∞(Lr0 ), (4.14)

∥(ζT∂tf)LL + (ζT∂tf)HL + (ζT∂tf)HH∥Bs/2−1

γ′
1,2

(Lρ′1 )

≲ ∥ζT ∥Bs/2−1

γ′
1,2

∥∂tf∥L∞(Lρ′1 )
≲ Tκ2∥u∥p−1

L∞(H2
r0

)∥∂tu∥L∞(L2∩Lν0 ). (4.15)

Here, κ2 = 1/γ′1 − s/2 + 1, which satisfies 0 < κ2 < κ by assumption. Similarly as
in the previous case, we have

∥ζ̇2FT ∥Bs/2−1

γ′
1,2

(Lρ′1 )
≲ T∥u∥p−1

L∞(H2
r0

)∥∂tu∥L∞(L2∩Lν0 ), (4.16)

∥ζ̇2f(u0)∥Bs/2−1

γ′
1,2

(Lρ′1 )
≲ ∥u0∥pHs . (4.17)

From (4.12)-(4.17), we obtain

∥∂tΨT (u)∥Xs−2 ≲ ∥u0∥Hs(1 + ∥u0∥Hs)p−1 + Tκ2∥u∥pY s . (4.18)

We can estimate ∥ΨT (u)∥L∞(L2)∩Lq(Lr) and ∥ζ2FT + ζ2f(u0)∥Z in the same way as
the previous case, so that we can obtain

∥[Φ(u)]∥Y s(I) ≲ ∥u0∥Hs(1 + ∥u0∥Hs)p−1 + Tκ2∥[u]∥pY s(I).

Therefore, for suitable R and T , Φ is a contraction mapping in (B̃R, d). By the
contraction mapping principle, there exists a unique fixed point of Φ in Y s(I).

We have thus proved that there exists a unique solution u ∈ Y s(I) to (1.1)-
(1.2). Finally, we show that u ∈ C(I;Hs). To this end, we prove Φ(Y s(I)) ⊂
C(I;Hs) ∩ C1(I;Hs−2). It suffices to show that f(u) ∈ C(R;Hs−2) for each
u ∈ Y s. Let 0 < ϵ ≤ min{4− s; 2(1− κ)} and t0 ∈ R. Similarly as above, we have
∥f(u)∥Hs−2+ϵ ≲ ∥u∥p−1

ν0
∥u∥Hs−2+ϵ

ν2
≲ ∥u∥pY s by the inclusion Lν0 ∩Hs−2+ϵ

ν2
⊃ H2

r0 .

Using this estimate together with (4.10), we see

∥f(u(t))− f(u(t0))∥Hs−2 ≲ |t− t0|2κϵ/(s−2+ϵ)∥u∥pY s → 0

as t→ 0. Therefore we obtain that f(u) ∈ C(R;Hs−2). □
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