
Uniform global asymptotic stability for oscillators
with superlinear damping

Jitsuro Sugie∗, Kazuya Kira

Department of Mathematics, Shimane University, Matsue 690-8504, Japan

Abstract

The present paper deals with the damped superlinear oscillator

x′′+h(t)φq(x
′)+ω2x= 0,

whereω > 0 andφq(z) = |z|q−2z with q≥ 2. The origin(x,x′) = (0,0) is the only equi-
librium of this oscillator. We herein establish a sufficient condition for the equilibrium
to be uniformly globally asymptotically stable. We conclude that under the assumption
that the damping coefficienth(t) is integrally positive, if the integral fromσ to t +σ of a
particular solution of the first-order nonlinear differential equation

u′+h(t)φq(u)+1= 0

diverges to negative infinity uniformly with respect toσ , then the equilibrium is uniformly
asymptotically stable. The above-mentioned result is expressed by an implicit condition.
We examine when the implicit condition is satisfied and when it is not satisfied. We also
give explicit sufficient conditions which assure that the equilibrium is uniformly globally
asymptotically stable. Using the obtained result, we present an example of which the
equilibrium is uniformly globally asymptotically stable even ifh(t) is unbounded.
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1. Introduction

We consider the second-order differential equation

x′′+h(t)φq(x
′)+ω2x= 0, (1.1)

where the prime denotesd/dt, the damping coefficienth(t) is continuous and nonnegative
for t ≥ 0, the functionφq(z) is defined by

φq(z) = |z|q−2z, z∈ R

with q≥ 2, and the spring constantω is positive. It is clear that the only equilibrium of
(1.1) is the origin(x,x′) = (0,0). The global existence and uniqueness of solutions of
(1.1) are guaranteed for the initial value problem. Eq. (1.1) naturally contains the damped
linear oscillator

x′′+h(t)x′+ω2x= 0 (1.2)

as the special case in whichq= 2. Sinceq≥ 2, we call Eq. (1.1) adamped superlinear os-
cillator. Eq. (1.2) is one of the most famous models which describe a number of physical
phenomena.

The purpose of this paper is to present sufficient conditions on the damping coefficient
h(t) for the equilibrium of (1.1) to be uniformly globally asymptotically stable (see Sec-
tion 2 about the exact definition). In time varying differential equations such as Eq. (1.1),
it is well-known that the concept of uniform global asymptotic stability greatly differs
from the concept of global asymptotic stability; that is, all solutionsx(t) satisfy

lim
t→∞

x(t) = lim
t→∞

x′(t) = 0.

It is natural that the arrival time from the initial point(x(t0),x′(t0)) to a neighborhood
of the origin(0,0) depends on the initial point, because the longer the distance between
the initial point and the origin is, the larger the arrival time will become. In general, it
depends on also the initial timet0. To verify that the equilibrium of (1.1) is uniformly
globally asymptotically stable, we have to confirm that each solution of (1.1) approaches
near the equilibrium within the same time regardless of the initial time of the solution;
namely, the initial time does not affect the asymptotic speed of solutions of (1.1) to the
equilibrium. Detailed analysis is required for this verification. However, since we can
predict the convergence speed to the equilibrium of solutions, the research on the uniform
global asymptotic stability possesses high merit on the application aspects, for example,
perturbation problems and control theory.

Very recently, Sugie and Onitsuka [41] have considered Eq. (1.2) and presented some
sufficient conditions for the uniform asymptotic stability. To state their result, we need
to introduce a family of functions as follows. The damping coefficienth(t) is said to be
integrally positiveif

∞

∑
n=1

∫ σn

τn

h(t)dt = ∞
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for every pair of sequences{τn} and{σn} satisfyingτn+λ < σn ≤ τn+1 for someλ > 0.
The integral positivity was introduced by Matrosov [21] (see also [13, 14, 15, 25, 35,
39, 40]). For example, the function sin2 t is integrally positive. It is known thath(t) is
integrally positive if and only if

liminf
t→∞

∫ t+d

t
h(s)ds> 0

for everyd > 0. Let{In} be a sequence of disjoint intervals and suppose the width ofIn
is larger than a positive number for alln∈N. As can be seen from the definition above, if
h(t) is integrally positive, then the sum fromn equals 1 to∞ of the integral ofh(t) on In
diverges to infinity even if intervalsIn andIn+1 gradually part asn increases. Hence, the
integral positivity is considerably stronger restriction than

lim
t→∞

H(t) = ∞,

where

H(t) =
∫ t

0
h(s)ds.

Theorem A. Suppose that h(t) is integrally positive. If

lim
t→∞

∫ t+σ

σ

∫ s
σ eH(τ)dτ

eH(s)
ds= ∞ uniformly with respect toσ ≥ 0, (1.3)

then the equilibrium of(1.2) is uniformly asymptotically stable.

Because Eq. (1.2) is linear, the uniform asymptotic stability implies the uniform global
asymptotic stability. The double integral (1.3) is the so-called growth condition onh(t).
The condition of this type was given for the first time by Smith [34]. He proved that under
the assumption that there exists anh> 0 such thath(t)≥ h for t ≥ 0,∫ ∞

0

∫ t
0 eH(s)ds

eH(t)
dt = ∞ (1.4)

is a necessary and sufficient condition for the equilibrium of (1.2) to be (merely) asymp-
totically stable. Afterwards, Smith’s result was improved by many authors by mak-
ing an effort to remove the lower boundh from the assumption ofh(t) (for example,
see [3, 15, 17, 18, 27, 28, 35, 36, 37, 38, 42]). However, all of them are researches on the
asymptotic stability and none of them are researches on the uniform asymptotic stability.
Theorem A is a result of developing Smith’s result into the uniform asymptotic stability
from the asymptotic stability.

Clearly, condition (1.3) is a restriction that is stronger than condition (1.4). It is known
that condition (1.4) is satisfied withh(t) = t (refer to [17]). However, the equilibrium of
the damped linear oscillator

x′′+ t x′+x= 0 (1.5)
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is not uniformly asymptotically stable, because Eq. (1.5) is equivalent to the system

x′ = y

y′ =−x− ty

and a fundamental matrix of the system is given by

X(t) =

(
x11(t) x12(t)

x21(t) x22(t)

)
,

where

x11(t) = e−t2/2, x12(t) = e−t2/2
∫ t

0
es2/2ds,

x21(t) =− t e−t2/2, x22(t) = 1− t e−t2/2
∫ t

0
es2/2ds

(for detailed calculations, see [41]). This means that condition (1.3) is unchangeable to
condition (1.4) in Theorem A.

In Eq. (1.2), the damping force is assumed to be proportional to the velocity of an
object. However, this assumption is not necessarily suitable in many phenomena, for
instance, a simple pendulum underwater, free rolling motion of a small fishing vessel and
damping oscillation by the air resistance. As known well, in those models, the damping
force is approximately proportional to the square of the velocity (for example, see [1, 4,
7, 9, 10, 19, 20, 24, 26, 29, 33, 43, 44]). In addition, physical models whose damping
force is neither linear nor quadratic have been reported in many papers (for example, see
[5, 8, 23, 32]). Thus, it would be reasonable to consider the damped superlinear oscillator
(1.1).

Unfortunately, Theorem A cannot be applied to Eq. (1.1) directly whenq> 2. Then,
we will look at condition (1.3) from a different point of view. For this purpose, we con-
sider the scalar linear differential equation

u′+h(t)u+1= 0. (1.6)

By taking into consideration that the solutionu(t;σ) of (1.6) satisfying the initial condi-
tion u(σ ;σ) = 0 is given by

u(t;σ) =−
∫ t

σ eH(s)ds

eH(t)
,

it turns out that condition (1.3) coincides with

lim
t→∞

∫ t+σ

σ
u(s;σ)ds=−∞ uniformly with respect toσ ≥ 0.

Hence, the uniform asymptotic stability for Eq. (1.2) is decided by whether the integral
from σ to t +σ of u(t;σ) diverges to negative infinity ast → ∞ uniformly with respect
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to σ . Because Eq. (1.6) has a close relation with the damped linear oscillator (1.1) as this
fact shows, we will call Eq. (1.6) acharacteristic equation.

We will extend Theorem A from the viewpoint of characteristic equation. What is the
characteristic equation for the damped superlinear oscillator (1.1)? The following result
is an answer to the question.

Theorem 1.1. Suppose that h(t) is integrally positive. Then the equilibrium of(1.1) is
uniformly globally asymptotically stable provided that

lim
t→∞

∫ t+σ

σ
u(s;σ)ds=−∞ uniformly with respect toσ ≥ 0, (1.7)

where u(t;σ) is the solution of

u′+h(t)φq(u)+1= 0 (1.8)

satisfying u(σ ;σ) = 0.

Let us call (1.7) auniform divergence condition. By the way, if condition (1.3) is
satisfied, does the equilibrium of (1.1) become uniformly globally asymptotically stable?
We would like to answer about this question in Section 4.

This paper is constituted as follows. In Section 2, we give the proof of the main
result, Theorem 1.1. In order to prove uniform global asymptotic stability of the equilib-
rium, considerably detailed analysis is required. We analyze the asymptotic behavior of
solutions of an equivalent nonlinear system to the damped superlinear oscillator (1.1) in
detail. The proof of Theorem 1.1 is composed of four parts. The last part is the core of
the proof. It is advanced in four steps. The first step is classified into three cases. Before
going into the proof, we describe the flow. Since the uniform divergence condition (1.7)
is represented implicitly, we cannot judge whether it holds or not from only the damping
coefficienth(t). In Section 3, we present an easy sufficient condition which guarantees
(1.7). Conversely, we also give necessary conditions for (1.7) to be satisfied, which is easy
to check. The characteristic equation (1.8) plays a vital role in Theorem 1.1. In Section 4,
we provide some corollaries of not using the characteristic equation (1.8). The first corol-
lary gives an affirmative answer to the question mentioned above; namely, condition (1.3)
implies condition (1.7). By virtue of Theorem 1.1 and Proposition 3.1, we see that the
equilibrium of (1.1) is uniformly globally asymptotically stable in the case that the damp-
ing coefficienth(t) is integrally positive and bounded. In Section 5, by using the second
corollary obtained in Section 4, we give an example that the equilibrium of (1.1) is uni-
formly asymptotically stable even if the damping coefficienth(t) is unbounded. Finally,
in order to facilitate an understanding of the example, we attach two graphs concerning
h(t) and a phase portrait of solution curves of (1.1).
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2. Proof of Theorem 1.1

Let y = x′/ω . Then, the damped superlinear oscillator (1.1) becomes the nonlinear
system

x′ = ωy

y′ =−ωx−ωq−2h(t)φq(y).
(2.1)

Let t0 ≥ 0 andx0 = (x(t0),y(t0)) ∈ R2. We denote the solution of (2.1) passing through a
pointx0 at a timet0 by x(t; t0,x0). The timet0 and the pointx0 are the so-called initial time
and initial point, respectively. Here, let us give some definitions about the zero solution of
(2.1) which is equivalent to the equilibrium of (1.1). The zero solution of (2.1) is said to be
uniformly stableif, for anyε > 0, there exists aδ (ε)> 0 such thatt0 ≥ 0 and∥x0∥< δ (ε)
imply ∥x(t; t0,x0)∥ < ε for all t ≥ t0. The zero solution is said to beuniformly globally
attractive if, for any ρ > 0 and anyη > 0, there is aT(ρ ,η) > 0 such thatt0 ≥ 0 and
∥x0∥< ρ imply ∥x(t; t0,x0)∥< η for all t ≥ t0+T. The solutions are said to beuniformly
boundedif, for any ρ > 0, there exists aB(ρ) > 0 such thatt0 ≥ 0 and∥x0∥ < ρ imply
∥x(t; t0,x0)∥ < B for all t ≥ t0. The zero solution isuniformly globally asymptotically
stableif it is uniformly stable and is uniformly globally attractive, and if the solutions are
uniformly bounded. For example, we can refer to the books [2, 6, 11, 12, 22, 30, 31, 45]
for those definitions.

In the definition of uniform global asymptotic stability, the numbersδ (ε), T(ρ ,η)
andB(ρ) must be independent oft0. Therefore, forε, ρ andη given, we have to find
positive constantsδ , T andB that are independent oft0 in the proof of Theorem 1.1. This
is an important point.

Before giving the full proof of Theorem 1.1, it is helpful to mention its broad outline.
The proof is divided into three parts. First, we will show that

(a) the zero solution of (2.1) is uniformly stable.

To be precise, we verify that ift0 ≥ 0 and∥x0∥< δ (ε) = ε, then∥x(t; t0,x0)∥< ε for all
t ≥ t0. This part is comparatively easy. We next show that the zero solution of (2.1) is
uniformly globally attractive. For this purpose,

(b) we determineT(ρ,η)> 0 for an arbitraryη > 0,

and we prove that

(c) ∥x(t∗; t0,x0)∥< δ (η) for somet∗ ∈ [t0, t0+T].

Finally, we show that

(d) the solutions of (2.1) are uniformly bounded.

Let x∗ = x(t∗; t0,x0). Then, from the conclusion of parts (a) and (c), we have

∥x(t; t0,x0)∥= ∥x(t; t∗,x∗)∥< η for t ≥ t∗.

Part (c) is the core of the proof of Theorem 1.1. We prove part (c) by way of contradiction.
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Proof of Theorem 1.1. Part (a): For anyε > 0 sufficiently small, we choose

δ (ε) = ε.

Let t0 ≥ 0 andx0 ∈ R2 be given. We will show that∥x0∥ < δ implies∥x(t; t0,x0)∥ < ε
for t ≥ t0. For convenience, we write(x(t),y(t)) = x(t; t0,x0) and define

v(t) =
x2(t)

2
+

y2(t)
2

=
1
2
∥x(t; t0,x0)∥2.

Then,v′(t) = x(t)x′(t)+ y(t)y′(t) = −ωq−2h(t)|y(t)|q ≤ 0 for t ≥ t0. Sincev(t) is de-
creasing fort ≥ t0, we see that

∥x(t; t0,x0)∥=
√

2v(t)≤
√

2v(t0) = ∥x0∥< δ = ε

for t ≥ t0; namely, the zero solution of (2.1) is uniformly stable.
Part (b): For everyρ > 0 andη > 0, we decide a numberT(ρ ,η) as follows so that

∥x0∥ < ρ implies∥x(t; t0,x0)∥ < η for all t ≥ t0+T. From condition (1.7) it turns out
that there exists a positive numberτ1 depending only onρ andη such that∫ t+σ

σ
u(s;σ)ds≤− ρ

ε0
for t ≥ τ1, (2.2)

where

ε0 = min

{
1,

ω2η
2

}
.

As was mentioned in Section 1, sinceh(t) is integrally positive, the inequality

liminf
t→∞

∫ t+d

t
h(s)ds> 0

holds for everyd > 0. Hence, we can find anℓ > 0 and ât > 0 such that∫ t+1

t
h(s)ds≥ ℓ for t ≥ t̂.

We define

µ = min

{
3η2

4
,

ε2
0

ω2

}
and τ2 = t̂ +

[
ρ2

2ℓωq−2

(
2
µ

)q/2
]
+1,

where[c] means the greatest integer that is less than or equal to the real numberc. Since
ω , ℓ andt̂ are fixed positive constants, the numbersµ andτ2 depend only onρ andη . Let

ν = liminf
t→∞

ωq−2

ρ2

( µ
2

)q/2∫ t+µ/(2ρ2ω)

t
h(s)ds.
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Note thatν is a positive number and it also depends only onρ andη . From the definition
of ν , we can choose a positive numberτ3 depending only onρ andη such that

∫ t+µ/(2ρ2ω)

t
h(s)ds≥ ρ2ν

2ωq−2

(
2
µ

)q/2

for t ≥ τ3. (2.3)

Using numbersτ1, τ2, τ3 andν , we define

T = T(ρ ,η) = τ3+

([
1
ν

]
+1

)
(τ1+ τ2+1).

Part (c): Consider a solutionx(t; t0,x0) of (2.1) witht0 ≥ 0 and∥x0∥<ρ . The purpose
of part (c) is to prove that there exists at∗ ∈ [t0, t0+T] such that

∥x(t∗; t0,x0)∥< δ (η) = η (2.4)

for everyη > 0. By way of contradiction, we suppose that∥x(t; t0,x0)∥ ≥ η for t0 ≤ t ≤
t0+T. Then, we have

η2

2
≤ 1

2
∥x(t; t0,x0)∥2 = v(t)≤ v(t0) =

1
2
∥x0∥2 <

ρ2

2
(2.5)

for t0 ≤ t ≤ t0+T. Let us pay attention to the behavior ofy2(t), which is the square of the
second component ofx(t; t0,x0).
Step1: For any interval[α ,β ]⊂ [t0, t0+T], if y2(t)≤ µ for α ≤ t ≤ β , then the time width
β −α is less thanτ1+1, whereµ andτ1 are numbers given in part (b). Sinceµ ≤ 3η2/4,
by (2.5) we have

|x(t)|=
√

2v(t)−y2(t)≥
√

η2−µ ≥ η
2

for α ≤ t ≤ β . Hence, there are two possibilities:x(t) ≥ η/2 for α ≤ t ≤ β andx(t) ≤
−η/2 for α ≤ t ≤ β . We consider only the former, because the latter is carried out in
the same way. To show that the beginning sentence of this step is true, we divide our
argument into three cases: (i) 0≤ y(t) ≤ √µ for α ≤ t ≤ β ; (ii) −√µ ≤ y(t) ≤ 0 for
α ≤ t ≤ β ; (iii) the other case.

Case (i): We have

y′(t) =−ωx(t)−ωq−2h(t)φq(y(t))≤− ωη
2

for α ≤ t ≤ β . Sinceε0 ≤ ω2η/2 andµ ≤ ε2
0/ω2, we see that

− ωη
2

≤−
√

µ ≤ y(β )−y(α) =
∫ β

α
y′(t)dt ≤− ωη

2
(β −α).

Thus, we can conclude thatβ −α ≤ 1 in this case.
Case (ii): By way of contradiction, we show thatβ −α < τ1. For this purpose, we

suppose that there exists an interval[α1,β1]⊂ [t0, t0+T]with β1−α1≥ τ1 such thatx(t)≥

8



η/2 and−√µ ≤ y(t)≤ 0 for α1 ≤ t ≤ β1. Taking into account thatε0 = min{1,ω2η/2}
andφq(ε0)≤ ε0, we can estimate that(

ωy(t)
ε0

)′
=− ω2x(t)

ε0
−

ωq−1h(t)φq(y(t))

ε0

=− ω2x(t)
ε0

−
h(t)φq(ωy(t))

ε0

≤− ω2η
2ε0

−
h(t)φq(ωy(t))

ε0

≤−1−h(t)φq

(
ωy(t)

ε0

)
for α1 ≤ t ≤ β1. Defineξ (t) = ωy(t)/ε0 and let f (t,u) =−1−h(t)φq(u). Then,

ξ ′(t)≤ f (t,ξ (t))

for α1 ≤ t ≤ β1. We compareξ (t) with the solutionu(t;α1) of (1.8) satisfyingu(α1;α1)
= 0. Sinceξ (α1) = ωy(α1)/ε0 < 0, by a basic comparison theorem, we see that

ωy(t)
ε0

= ξ (t)≤ u(t;α1)≤ 0

for α1 ≤ t ≤ β1. Hence, we have

x′(t)≤ ε0u(t;α1) for α1 ≤ t ≤ β1.

Integrate both sides of this inequality fromα1 to α1+ τ1 ≤ β1 to obtain

x(α1+ τ1)−x(α1)≤ ε0

∫ α1+τ1

α1

u(t;α1)dt.

From (2.2) withσ = α1 andt = τ1, it follows that

x(α1+ τ1)−x(α1)≤ ε0

(
− ρ

ε0

)
=−ρ .

On the other hand, by (2.5) again, we have

0<
η
2

≤ x(t)≤ ρ for α1 ≤ t ≤ β1,

and therefore,
x(α1+ τ1)−x(α1)>−ρ.

This is a contradiction. Thus, we can conclude thatβ1−α1 < τ1 in this case.
Case (iii): Sincex(t)≥ η/2 for α ≤ t ≤ β , the solution curve ofx = x(t; t0,x0) stays

in the right-hand half-plane{(x,y): x > 0 andy ∈ R}. Taking into consideration of the
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vector field of the orbit on the positivex-axis, we see that the orbit intersects the positive
x-axis only once forα ≤ t ≤ β . Hence, there exists aγ ∈ [α,β ] such thaty(γ) = 0,

0< y(t)≤
√

µ for α ≤ t < γ

and
−
√

µ ≤ y(t)< 0 for γ < t ≤ β .
Repeating the same arguments as cases (i) and (ii), we see that

β −α = β − γ + γ −α < τ1+1.

In any case, it turns out that the beginning sentence of this step is true.
Step2: For any interval[α,β ] ⊂ [t0, t0+T], if y2(t) ≥ µ/2 for α ≤ t ≤ β , then the time
width β −α is less thanτ2, whereµ andτ2 are numbers given in part (b). To show this,
we suppose that there exists an interval[α2,β2]⊂ [t0, t0+T] with β2−α2 ≥ τ2 such that
y2(t) ≥ µ/2 for α2 ≤ t ≤ β2. Sincev′(t) = −ωq−2h(t)|y(t)|q ≤ 0 for t ≥ t0, by (2.5) we
have

ωq−2
( µ

2

)q/2∫ β2

α2

h(t)dt ≤ ωq−2
∫ β2

α2

h(t)|y(t)|qdt

=−
∫ β2

α2

v′(t)dt = v(α2)−v(β2)<
ρ2

2
;

namely, ∫ β2

α2

h(t)dt <
ρ2

2ωq−2

(
2
µ

)q/2

. (2.6)

On the other hand, sinceτ2 = t̂ +[ρ2(2/µ)q/2/(2ℓωq−2)]+1, we see that∫ β2

α2

h(t)dt ≥
∫ α2+τ2

α2

h(t)dt =
∫ α2+t̂

α2

h(t)dt+
∫ α2+τ2

α2+t̂
h(t)dt

≥
∫ α2+t̂+[ρ2(2/µ)q/2/(2ℓωq−2)]+1

α2+t̂
h(t)dt

=
[ρ2(2/µ)q/2/(2ℓωq−2)]

∑
i=0

∫ α2+t̂+i+1

α2+t̂+i
h(t)dt

≥

([
ρ2

2ℓωq−2

(
2
µ

)q/2
]
+1

)
ℓ >

ρ2

2ωq−2

(
2
µ

)q/2

.

This contradicts (2.6). Thus, it turns out that the beginning sentence of this step is true.
From Steps 1 and 2, we conclude thaty2(t) cannot remain in the range fromµ/2 to

µ for a long time and passes through this range many times. Then, how much is time for
y2(t) to stay in this range? To answer this question, we divide the interval[t0+ τ3, t0+T]
into some small intervalsJi whose width isτ1+ τ2+1, where

Ji =
[
t0+ τ3+(i−1)(τ1+ τ2+1), t0+ τ3+ i (τ1+ τ2+1)

]
10



for any i ∈ N. Then, we can describe

[t0+ τ3, t0+T] = J1∪J2∪·· ·∪J[1/ν ]+1.

Step3: Let us examine the behavior ofy2(t) in the intervalJ1 in detail. For this purpose,
we subdivideJ1 into the intervals[t0+τ3, t0+τ2+τ3] and[t0+τ2+τ3, t0+τ1+τ2+τ3+
1]. Since the width of[t0+ τ3, t0+ τ2+ τ3] is τ2, it turns out from the the conclusion of
Step 2 that there exists at ∈ [t0+ τ3, t0+ τ2+ τ3] such thaty2

(
t
)
< µ/2. Since the width

of [t0+ τ2+ τ3, t0+ τ1+ τ2+ τ3+1] is τ1+1, it also turns out from the the conclusion
of Step 1 that there exists at ∈ [t0+ τ2+ τ3, t0+ τ1+ τ2+ τ3+ 1] such thaty2

(
t
)
> µ.

From the continuity ofy2(t), we can find numberst1 andt2 with t ≤ t1 < t2 ≤ t such that
y2(t1) = µ/2, y2(t2) = µ and

µ
2
≤ y2(t)≤ µ for t1 ≤ t ≤ t2. (2.7)

In fact, we have only to definet2 andt1 as inf{t ∈ [t, t] : y2(t) > µ} and sup{t ∈ [t, t2] :
y2(t)< µ/2}, respectively. Hence, we have

µ
2
= y2(t2)−y2(t1) =

∫ t2

t1

(
y2(t)

)′
dt

=−2
∫ t2

t1

(
ωx(t)y(t)+ωq−2h(t)φq(y(t))y(t)

)
dt ≤ 2ω

∫ t2

t1
|x(t)y(t)|dt.

It follows from (2.5) that

|x(t)y(t)| ≤ 1
2

(
x2(t)+y2(t)

)
<

ρ2

2

for t0 ≤ t ≤ t0+T. Consequently, we obtain

µ
2ρ2ω

< t2− t1. (2.8)

Using the estimations given in the preceding step, we examine the loss of the total
energyv(t).
Step4: From (2.7) and (2.8) it turns out that

v(t2)−v(t1) =
∫ t2

t1
v′(t)dt =−ωq−2

∫ t2

t1
h(t)|y(t)|qdt

≤−ωq−2
( µ

2

)q/2∫ t2

t1
h(t)dt

≤−ωq−2
( µ

2

)q/2∫ t1+µ/(2ρ2ω)

t1
h(t)dt.

Hence, by (2.3) we have

v(t2)−v(t1)≤− ρ2ν
2

.

11



Sincev′(t) =−ωq−2h(t)|y(t)|q ≤ 0 for t ≥ t0, it is clear that

v(t1)−v(t0+ τ3)≤ 0 and v(t0+ τ1+ τ2+ τ3+1)−v(t2)≤ 0.

We therefore conclude that∫
J1

v′(t)dt = v(t0+ τ1+ τ2+ τ3+1)−v(t2)+v(t2)−v(t1)+v(t1)−v(t0+ τ3)

≤− ρ2ν
2

.

Repeating the same process as in the proof of Step 3, we can estimate that∫
Ji

v′(t)dt ≤− ρ2ν
2

for i = 2,3, . . . , [1/ν ]+1. This means that the loss of the total energyv(t) in each interval
Ji is at leastρ2ν/2. Hence, we obtain

v(t0+T)−v(t0+ τ3) =
[1/ν ]+1

∑
i=1

∫
Ji

v′(t)dt ≤− ρ2ν
2

([
1
ν

]
+1

)
<− ρ2

2
,

and therefore, by (2.5) we have

v(t0+T)< v(t0+ τ3)−
ρ2

2
< 0.

This contradicts the fact thatv(t)≥ 0 for t ≥ t0. Thus, inequality (2.4) was proved.
Part (d): For anyρ > 0, let

B(ρ) = ρ.

Sincev′(t) =−ωq−2h(t)|y(t)|q ≤ 0 for t ≥ t0, if ∥x0∥< ρ, then

∥x(t; t0,x0)∥=
√

2v(t)≤
√

2v(t0) = ∥x0∥< ρ = B

for all t ≥ t0. Thus, the solutions of (2.1) are uniformly bounded.
The proof of Theorem 1.1 is now complete. 2

3. On the uniform divergence condition (1.7) in Theorem 1.1

Let q∗ be the conjugate number ofq; namely,

1
q
+

1
q∗

= 1.

Sinceq≥ 2, it follows that 1< q∗ ≤ 2. Note thatφq∗ is the inverse function ofφq.
When is condition (1.7) satisfied? Conversely, when is condition (1.7) not satisfied?

In this section, we will answer these questions.

12



Proposition 3.1. Suppose that there exists anh> 0 such that

0< h(t)≤ h for t > 0. (3.1)

Then condition(1.7) is satisfied.

Proof. Consider the curveC defined by

u=−φq∗

(
1

h(t)

)
.

It follows from (3.1) thatφq∗(1/h(t)) ≥ φq∗(1/h) for t > 0. This means that the curveC
is located in the region {

(t,u) : t > 0 and u≤−φq∗

(
1

h

)}
.

Let σ be any fixed nonnegative number and let us pay attention to the behavior of the
solutionu(t;σ) of (1.8). Note thatu(σ ;σ) = 0. Taking into account that

u′(t;σ) =−1−h(t)φq(u(t;σ))< 0 (3.2)

as long as the solution curveu= u(t;σ) is over the curveC, we see that the solution curve
arrives at the straight lineu=−φq∗(1/(2h)). Let t1 be the arrival time. Then,

−φq∗

(
1

2h

)
< u(t;σ)< 0; (3.3)

namely,

0< φq(−u(t;σ))<
1

2h
for σ < t < t1. Hence, we have

−1< u′(t;σ) =−1+h(t)φq(−u(t;σ))

<−1+h
1

2h
=− 1

2

for σ < t < t1. From this estimation it turns out that

φq∗

(
1

2h

)
< t1−σ < 2φq∗

(
1

2h

)
. (3.4)

It also turns out from (3.2) that the solution curve cannot return to the region{
(t,u) : t ≥ t1 and− φq∗

(
1

2h

)
≤ u≤ 0

}
.

13



In other words,u(t;σ)<−φq∗(1/(2h)) for t ≥ t1. Hence, by (3.3) and (3.4) we have∫ t+σ

σ
u(s;σ)ds<

∫ t+σ

t1
u(s;σ)ds

<−φq∗

(
1

2h

)
(t +σ − t1)<−φq∗

(
1

2h

)(
t −2φq∗

(
1

2h

))
(3.5)

for t sufficiently large.
For anyK > 0, let

T = T(K) = 2φq∗

(
1

2h

)
+

K

φq∗(1/(2h))
.

Then, by (3.5) we obtain ∫ t+σ

σ
u(s;σ)ds<−K for t ≥ T.

Hence, the integral fromσ to t + σ of u(t;σ) diverges to negative infinity ast → ∞
uniformly with respect toσ ; namely, condition (1.7) holds. 2

Proposition 3.2. Let h(t) is a positive differentiable function on(0,∞). Suppose that

lim
t→∞

h(t) = ∞ (3.6)

and there exist constantsκ > 0 andτ > 0 such that

h′(t)
(h(t))q∗ ≤ κ for t ≥ τ, (3.7)

whereκ < 1 if q = 2 andκ may be any positive number if q> 2. Then condition(1.7) is
not satisfied.

Remark 3.1. In the proposition mentioned above, it is not necessarily assumed that the
damping coefficienth(t) does not necessarily need to be increasing. Hence, the curve
C : u = −φq∗(1/h(t)) does not also necessarily increase monotonously. It follows from
(3.6) that the curveC is asymptotic to thet-axis.

To prove Proposition 3.2, we prepare the following lemma.

Lemma 3.3. Let f(t) be a negative continuous function on(0,∞). If f (t) increases and
approaches zero as t→ ∞, then the integral fromσ to t+σ of f(t) does not diverge to
negative infinity as t→ ∞ uniformly with respect toσ .

14



Proof. By way of contradiction, we suppose that

lim
t→∞

∫ t+σ

σ
f (s)ds=−∞ uniformly with respect toσ ≥ 0.

Then, for anyK > 0 there exists aT(K)> 0 such that∫ T+σ

σ
f (s)ds<−K for any σ ≥ 0.

Since f (t) is negative and increasing, we see that

−K >
∫ T+σ

σ
f (s)ds≥ f (σ)T;

namely, f (σ) < −K/T for all σ ≥ 0. This is a contradiction, becausef (t) tends to 0 as
t → ∞. 2

Proof of Proposition 3.2. By (3.6), we can define

g(t) =−max
t≤s

φq∗

(
1

h(s)

)
< 0

for t > 0. The functiong(t) approaches zero ast → ∞. Since

min
τ1≤s

h(s)≤ min
τ2≤s

h(s)

for anyτ1 andτ2 satisfying 0< τ1 < τ2, we see that

g(τ1) =−max
τ1≤s

φq∗

(
1

h(s)

)
=−φq∗

(
1

minτ1≤sh(s)

)
≤−φq∗

(
1

minτ2≤sh(s)

)
=−max

τ2≤s
φq∗

(
1

h(s)

)
= g(τ2);

that is,g(t) is increasing. Sinceh(t) is differentiable fort > 0, we also see thatg(t) is
right differentiable fort > 0.

We divide the interval[τ,∞) into

I =

{
t ≥ τ : g(t) =−φq∗

(
1

h(t)

)}
,

J =

{
t ≥ τ : g(t)<−φq∗

(
1

h(t)

)}
,

whereτ is the constant given in (3.7). Lett ∈ J. Then,

min
t≤s

(
−φq∗

(
1

h(s)

))
= g(t)<−φq∗

(
1

h(t)

)
.
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Hence, there exists ât > t such that

g(t) =−φq∗

(
1

h(t̂)

)
.

This means that

−φq∗

(
1

h(t̂)

)
<−φq∗

(
1

h(σ)

)
for t ≤ σ < t̂

and

−φq∗

(
1

h(t̂)

)
≤−φq∗

(
1

h(σ)

)
for σ ≥ t̂.

From these inequalities it turns out that

g(s) = min
s≤σ

(
−φq∗

(
1

h(σ)

))
=−φq∗

(
1

h(t̂)

)
= g(t)

for anys∈ (t, t̂). Hence, we have

g′+(t) = lim
s→t+0

g(s)−g(t)
s− t

= 0.

Let t ∈ I . Then,
min
t≤s

h(s) = h(t).

This means thatt ≤ s impliesh(t)≤ h(s). From the differentiability ofh(t) it follows that

h′(t) = h′+(t) = lim
s→t+0

h(s)−h(t)
s− t

≥ 0.

Hence, by (3.7) and the assumption that 1< q∗ ≤ 2, we have

0≤ g′+(t) = (q∗−1)
h′(t)

(h(t))q∗ ≤
h′(t)

(h(t))q∗ ≤ κ

for t ∈ I . Thus, we see that

0≤ g′+(t)≤ κ for t ≥ τ. (3.8)

Let n be any integer. Consider the curve defined byu= ng(t). Let us name this curve
Cn. Sinceg(t) is increasing, it turns out that for eachn ∈ N, the curveCn does not fall
through the region{(t,u) : t > 0 and u< 0} and approaches thet-axis. Hence, the curve
Cn and the straight lineu=− t meet only once. Letsn be the intersecting time. Then, the
timesn satisfies that

sn = n max
sn≤s

φq∗

(
1

h(s)

)
= nφq∗

(
1

minsn≤sh(s)

)
.
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For any integersn1 andn2 satisfyingn1 < n2, the curveCn2 is under the curveCn1, because
g(t)< 0 for t > 0. Hence, the sequence{sn} is strictly increasing. It also turns out that

sn → ∞ as n→ ∞.

Since{sn} diverges to infinity asn → ∞, we can find a sufficiently largem∈ N which
satisfies thatsm > τ and

φq(m)> 1+κ m. (3.9)

Recall that 0< κ < 1 if q= 2 andκ is any positive number ifq> 2.
Let σ ≥ 0 be fixed arbitrarily and let us pay attention to the behavior of the solution

u(t;σ) of (1.8). We will show that the solution curveu= u(t;σ) does not meet the curve
Cm. By way of contradiction, we suppose that there exists at1 > σ such thatu(t1;σ) =
mg(t1) andu(t;σ) > mg(t) for σ ≤ t < t1. Sinceu′(t;σ) = −1−h(t)φq(u(t;σ)) > −1
for t > σ , the solution curveu(t;σ) is located over the curveCm. Hence, it is obvious that
t1 > sm > τ.

From the definition oft1 it follows that

u′(t1;σ)≤ mg′+(t1). (3.10)

On the other hand, it turns out from (3.9) that the differential coefficient ofu(t;σ) att = t1
is larger thanκ m, because

u′(t1;σ) =−1−h(t1)φq(mg(t1)) =−1−h(t1)φq(m)φq(g(t1))

=−1+h(t1)φq(m)φq

(
φq∗

(
1

mint1≤sh(s)

))
=−1+φq(m)

h(t1)
mint1≤sh(s)

≥−1+φq(m)>−1+1+κ m= κ m.

Hence, by (3.8) we have
u′(t1;σ)> κ m≥ mg′+(t1).

This contradicts (3.10). Thus, we conclude that

mg(t)< u(t;σ)< 0 (3.11)

for t ≥ σ .
Suppose that condition (1.7) is satisfied. Then, for anyK > 0 there exists aT(K)> 0

such that ∫ t+σ

σ
u(s;σ)ds<−K for t ≥ T.

Hence, from (3.11) it follows that∫ t+σ

σ
g(s)ds<− K

m
for t ≥ T;
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namely,

lim
t→∞

∫ t+σ

σ
g(s)ds=−∞ uniformly with respect toσ ≥ 0.

On the other hand, by means of Lemma 3.3, we conclude that the integral fromσ to t+σ
of g(t) does not diverge to negative infinity ast → ∞ uniformly with respect toσ , because
g(t) is a negative continuous increasing function on(0,∞) and approaches zero ast → ∞.
This is a contradiction. Thus, condition (1.7) is not satisfied. 2

Remark 3.2. Although it seems that the inequality (3.7) in Proposition 3.2 is a technical
condition for the proof, this inequality is quite reasonable. The functionh′(t)/(h(t))q∗

satisfies that

liminf
t→∞

h′(t)
(h(t))q∗ = 0. (3.12)

Indeed, if there exist constantsγ > 0 andτ > 0 such that

h′(t)
(h(t))q∗ ≥ γ for t ≥ τ,

then we have
d
dt

φq∗

(
1

h(t)

)
=−(q∗−1)

h′(t)
(h(t))q∗ ≤−(q∗−1)γ

for t ≥ τ. Integrate this inequality to obtain

φq∗

(
1

h(t)

)
≤ φq∗

(
1

h(τ)

)
− (q∗−1)γ (t − τ)

for t ≥ τ. The left-hand side is positive and the right-hand side tends to−∞ ast → ∞.
This is a contradiction. Thus, if the functionh′(t)/(h(t))q∗ is strictly decreasing fort
sufficiently large, then it follows from (3.12) that condition (3.7) is satisfied withκ = 0.
In addition, it turns out that the functionh′(t)/(h(t))q∗ never increases monotonously.

As was mentioned in Section 1, the equilibrium of the damped linear oscillator (1.5)
is not uniformly asymptotically stable. As a matter of fact, the following fact is derived
from Proposition 3.2.

Example 3.3. If h(t) = t andq= 2, then condition (1.7) is not satisfied.

It is clear thatt is positive and differentiable fort > 0. Condition (3.6) holds when
h(t) = t. Sinceh′(t)/(h(t))2 = 1/t2, condition (3.7) is satisfied withq= 2, κ = 1/4< 1
andτ = 2. Thus, from Proposition 3.2. it turns out that condition (1.7) is not satisfied.

Remark 3.4. By Remark 3.2 we also conclude that condition (3.7) is satisfied withκ = 0.
In fact, if h(t) = t andq= q∗ = 2, then

h′′(t)h(t)−q∗(h′(t))2 =−2< 0 for t > 0.

This means thath′(t)/(h(t))q∗ is strictly decreasing.
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Although a complicated expression will be used, we can loosen condition (3.7) in
Proposition 3.2 a little. To this end, we define a family of functions. Letψ(r) be differ-
entiable and increasing forr > 0, and satisfies that

ψ(r)→ ∞ as r → ∞ (3.13)

and there exists anR> 0 such that

0< ψ(r)≤ r for r ≥ R. (3.14)

We denote the derivative ofψ(r) by

ψr(r) =
d
dr

ψ(r).

Then, we have the following result.

Proposition 3.4. Let h(t) is a positive differentiable function on(0,∞). Suppose that con-
dition (3.6)holds and there exist constantsκ > 0 andτ > 0 such that

h′(t)ψr(h(t))
h(t)φq∗(ψ(h(t)))

≤ κ for t ≥ τ, (3.15)

whereκ < 1 if q = 2 andκ may be any positive number if q> 2. Then condition(1.7) is
not satisfied.

Because the proof is performed by the same method as the proof of Proposition 3.2,
we merely explain only the outline of the proof, in order to focus on the difference.

Outline of the proof of Proposition 3.4. Define

g(t) =−max
t≤s

φq∗

(
1

ψ(h(s))

)
=−φq∗

(
1

ψ(mint≤sh(s))

)
< 0

for t > 0. Then, from (3.6), (3.13) and the differentiability ofh(t) it turns out thatg(t)
increases and approaches zero ast → ∞, and it is right differentiable fort > 0. By (3.6)
again, there exists āτ > τ such thath(t)≥ R for t ≥ τ̄.

We divide the interval[τ̄,∞) into

I =

{
t ≥ τ̄ : g(t) =−φq∗

(
1

ψ(h(s))

)}
,

J =

{
t ≥ τ̄ : g(t)<−φq∗

(
1

ψ(h(s))

)}
.

Then, as in the proof of Proposition 3.2, we see thatg′+(t) = 0 for t ∈ J. Since 1< q∗ ≤ 2
andh′(t)≥ 0 for t ∈ I , by (3.14) and (3.15) we have

0≤ g′+(t) = (q∗−1)
h′(t)ψr(h(t))
(ψ(h(t)))q∗ ≤ κ h(t)

ψ(h(t))
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for t ∈ I . To sum up, we obtain

0≤ g′+(t)≤
κ h(t)

ψ(h(t))
for t ≥ τ̄. (3.16)

Consider the curve defined byu= ng(t) for eachn∈ N and name this curveCn. Let
sn be the intersecting time of the curveCn and the straight lineu=− t. Then, it turns out
that the sequence{sn} is strictly increasing and diverges to infinity asn→ ∞. Hence, we
can find a sufficiently largem∈ N which satisfies thatsm > τ andφq(m)> 1+κ m.

Let σ ≥ 0 be fixed arbitrarily. By the same way that we used in Proposition 3.2, we
can show that the solution curveu= u(t;σ) of (1.8) does not meet the curveCm. In fact,
if there exists at1 > σ such thatu(t1;σ) = mg(t1) andu(t;σ) > mg(t) for σ ≤ t < t1,
thent1 > sm > τ̄. Hence, by (3.14) we have

mg′+(t1)≥ u′(t1;σ) =−1−h(t1)φq(mg(t1)) =−1−h(t1)φq(m)φq(g(t1))

=−1+h(t1)φq(m)φq

(
φq∗

(
1

ψ(mint1≤sh(s))

))
=−1+φq(m)

h(t1)
ψ(mint1≤sh(s))

≥−1+φq(m)
h(t1)

ψ(h(t1))

>−1+(1+κ m)
h(t1)

ψ(h(t1))
≥−1+1+m

κ h(t1)
ψ(h(t1))

,

which contradicts (3.16) att = t1. Thus, we conclude that

mg(t)< u(t;σ)< 0 (3.17)

for t ≥ σ .
Suppose that condition (1.7) is satisfied; namely, for anyK > 0 there exists aT(K)> 0

such that ∫ t+σ

σ
u(s;σ)ds<−K for t ≥ T.

Then, it follows from (3.17) that

lim
t→∞

∫ t+σ

σ
g(s)ds=−∞ uniformly with respect toσ ≥ 0.

However, sinceg(t) is a negative continuous increasing function on(0,∞) and approaches
zero ast → ∞, Lemma 3.3 insists that the integral fromσ to t+σ of g(t) does not diverge
to negative infinity ast → ∞ uniformly with respect toσ . This is a contradiction. Thus,
condition (1.7) is not satisfied. 2

Remark 3.5. Whenψ(r) = r, condition (3.15) coincides with condition (3.7). Condi-
tions (3.7) and (3.15) are inevitably satisfied fort in whichh′(t)≤ 0. On the othe hand, if
ψ(r) =

√
r, then

h′(t)ψr(h(t))
h(t)φq∗(ψ(h(t)))

=
h′(t)

2(h(t))q∗/2+1
≤ h′(t)

2(h(t))q∗ ≤
h′(t)

(h(t))q∗
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for t in whichh′(t)≥ 0; if ψ(r) = log1+ r, then

h′(t)ψr(h(t))
h(t)φq∗(ψ(h(t)))

=
h′(t)

h(t)(1+h(t)))(log(1+h(t)))q∗−1

≤ h′(t)
h(t)(1+h(t)))

≤ h′(t)
(h(t))2 ≤ h′(t)

(h(t))q∗

for t in whichh′(t)≥ 0. Thus, condition (3.7) implies (3.15).

4. Corollaries

In this section, without using the characteristic equation (1.8), we give some sufficient
conditions which guarantee that the equilibrium of (1.1) is uniformly globally asymptoti-
cally stable. First of all, we answer the question presented in Section 1 as follows.

Corollary 4.1. Suppose that h(t) is integrally positive. If condition(1.3) is satisfied, then
the equilibrium of(1.1) is uniformly globally asymptotically stable.

Proof. The proof is performed by the similar method to that of Theorem 1.1. Especially,
the proof excluding case (ii) of part (c) is completely the same. We give only the proof of
the portion.

Case (ii): Suppose that there exists an interval[α1,β1]⊂ [t0, t0+T] with β1−α1 ≥ τ1

such thatx(t) ≥ η/2 and−√µ ≤ y(t) ≤ 0 for α1 ≤ t ≤ β1. Taking into account that
ε0 = min{1,ω2η/2} andφq(ε0)≤ ε0, we obtain(

ωy(t)
ε0

)′
≤−1−h(t)φq

(
ωy(t)

ε0

)
for α1 ≤ t ≤ β1. Sinceµ ≤ ε2

0/ω2, we see that

0≥ ωy(t)
ε0

≥−
ω√µ

ε0
≥−1.

Hence, we conclude that (
ωy(t)

ε0

)′
≤−1−h(t)

ωy(t)
ε0

for α1 ≤ t ≤ β1, becauseq ≥ 2. Defineξ (t) = ω y(t)/ε0 and let f (t,u) = −1−h(t)u.
Then,

ξ ′(t)≤ f (t,ξ (t))
for α1 ≤ t ≤ β1. We compareξ (t) with the solutionu(t;α1) of (1.6) satisfyingu(α1;α1)
= 0. By using (1.3) instead of (1.7), we obtain the estimation (2.2). The rest of the proof
is carried out in the same way as the proof of Theorem 1.1. We leave the detailed analysis
to the reader. 2

We give a result of not using the characteristic equation (1.8).

21



Corollary 4.2. Suppose that h(t) is integrally positive and that there exists a right differ-
entiable function k(t) such that

0≤ h(t)≤ k(t) for t ≥ 0.

Suppose also that1/k(t) and (1/k(t))′+ are bounded from above, where(1/k(t))′+ is the
right-hand derivative of1/k(t). If

lim
t→∞

∫ t+σ

σ
φq∗

(
1

k(s)

)
ds= ∞ uniformly with respect toσ ≥ 0,

then the equilibrium of(1.1) is uniformly asymptotically stable.

Remark 4.1. Although the upper functionk(t) has to be right differentiable, the damping
coefficienth(t) does not necessarily need to be right differentiable.

Proof of Corollary 4.2. By assumption, there exist numbersc1 > 0 andc2 > 0 such that

1
k(t)

≤ c1 and

(
1

k(t)

)′
+

≤ c2

for t ≥ 0. Define

g(t) =−φq∗

(
1

k(t)

)
for t ≥ 0.

Then, it is clear that

−φq∗(c1)≤ g(t)< 0 and g′+(t)≥−(q∗−1)cq∗−2
1 c2 (4.1)

for t ≥ 0.
Consider the characteristic equation (1.8) and letu(t;σ) be the solution of (1.8) satis-

fying the initial conditionu(σ ;σ) = 0. Then, we see that

u(t;σ)< 0 for t > σ . (4.2)

In fact, sinceu(σ ;σ) = 0 andu′(σ ;σ) =−1, we can find at1 > σ such thatu(t;σ)< 0
for σ < t ≤ t1. Suppose that there exists at2 > t1 such thatu(t2;σ) = 0 andu(t;σ) < 0
for σ < t < t2. Then, sinceu′(t2;σ) = −1, it follows thatu(t;σ) > 0 in a left-hand
neighborhood oft2. This contradicts the definition oft2.

Let us compareu(t;σ) with g(t). Sinceg(σ) < 0 = u(σ ;σ), there are two cases to
consider: (i)g(t)< u(t;σ) for t ≥σ and (ii) there exists at∗>σ such thatg(t∗)= u(t∗;σ)
andg(t) < u(t;σ) for σ ≤ t < t∗; namely, the graph ofg(t) intersects the solution curve
u(t;σ) at t = t∗ for the first time. Hereafter, we will show that there exists ac3 with
0< c3 < 1 such that

c3g(t)≥ u(t;σ) for t ≥ σ +1 (4.3)

in both cases.
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Case (i): Since 0≤ h(t)≤ k(t) for t ≥ 0, we see that

u(t;σ)> g(t) =−φq∗

(
1

k(t)

)
≥−φq∗

(
1

h(t)

)
for t ≥ σ . Hence, we have

u′(t;σ) =−1−h(t)φq(u(t;σ))< 0;

that is,u(t;σ) is strictly decreasing fort ≥ σ . Let

c3 = min

{
u(σ +1;σ)

g(σ +1)
,

1

1+(q∗−1)cq∗−2
1 c2

}
.

Then, 0< c3 ≤ 1/(1+(q∗−1)cq∗−2
1 c2)< 1. For simplicity, letζ (t) = c3g(t). Then,

k(t)φq(ζ (t)) =−φq(c3)≥−c3 >−1

for t ≥ 0. Hence, it turns out from (4.1) that

ζ ′
+(t) = c3g′(t)≥−(q∗−1)cq∗−2

1 c2c3 ≥−1+c3 ≥−1−k(t)φq(ζ (t))

for t ≥ 0. Let f (t,u) =−1−h(t)φq(u). Takingζ (t)< 0 for t ≥ 0 into account, we obtain

ζ ′
+(t)≥−1−k(t)φq(ζ (t))≥−1−h(t)φq(ζ (t)) = f (t,ζ (t))

for t ≥ 0. Sincec3 ≤ u(σ +1;σ)/g(σ +1) andg(σ +1)< 0, we see that

ζ (σ +1) = c3g(σ +1)≥ u(σ +1;σ).

Consequently, we can get (4.3) by virtue of a standard comparison theorem.
Case (ii): We subdivide this case as follows: (a)t∗ > σ +1 and (b)σ < t∗ ≤ σ +1. If

t∗ > σ +1, theng(t)< u(t;σ) for σ ≤ t ≤ σ +1. Hence, by the same way as the case (i),
we can get (4.3). Ifσ < t∗ ≤ σ +1, theng(t)< u(t;σ) for σ ≤ t < t∗, and therefore,

u(t;σ)≥ g(t) =−φq∗

(
1

k(t)

)
≥−φq∗

(
1

h(t)

)
for σ ≤ t ≤ t∗. Hence, we have

u′(t;σ) =−1−h(t)φq(u(t;σ))≤ 0 for σ ≤ t ≤ t∗.

Let c3 = 1/(1+(q∗−1)cq∗−2
1 c2)< 1 andζ (t) = c3g(t)< 0. Then, by (4.1) we obtain

ζ ′
+(t) = c3g′+(t)≥−(q∗−1)cq∗−2

1 c2c3 =−1+c3

≥−1−k(t)φq(ζ (t))≥−1−h(t)φq(ζ (t)) = f (t,ζ (t))
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for t ≥ 0, wheref (t,u) is the function given in the case (i). Since 0< c3 < 1 andu(t∗;σ)
< 0, we see thatζ (t∗) = c3u(t∗;σ)> u(t∗;σ). We therefore conclude thatζ (t)≥ u(t;σ)
for t ≥ t∗. Sinceσ +1≥ t∗, we get (4.3).

From (4.1)–(4.3) it turns out that fort sufficiently large,∫ t+σ

σ
u(s;σ)ds=

∫ σ+1

σ
u(s;σ)ds+

∫ t+σ

σ+1
u(s;σ)ds

≤
∫ σ+1

σ
u(s;σ)ds+

∫ t+σ

σ+1
ζ (s)ds<

∫ t+σ

σ+1
ζ (s)ds

=
∫ σ+1

σ
c3φq∗

(
1

k(s)

)
ds−

∫ t+σ

σ
c3φq∗

(
1

k(s)

)
ds

≤ cq∗−1
1 c3 −

∫ t+σ

σ
c3φq∗

(
1

k(s)

)
ds.

Since

lim
t→∞

∫ t+σ

σ
φq∗

(
1

k(s)

)
ds= ∞

uniformly with respect toσ ≥ 0, condition (1.7) holds. Thus, by Theorem 1.1, the equi-
librium of (1.1) is uniformly globally asymptotically stable. 2

5. Example with unbounded damping

Thanks to Theorem 1.1 and Proposition 3.1, we can conclude that the equilibrium
of (1.1) is uniformly globally asymptotically stable provided that the damping coefficient
h(t) is integrally positive and bounded. On the other hand, from Proposition 3.2 (or Propo-
sition 3.4) it turns out that condition (1.7) does not hold whenh(t) satisfies conditions
(3.6) and (3.7) (or (3.15)), and therefore, Theorem 1.1 cannot be applied. It is obvious
that condition (3.6) implies thath(t) is unbounded. Then, a natural question arise. Does
the equilibrium of (1.1) become uniformly globally asymptotically stable even ifh(t) is
unbounded?

In this section, we will give an affirmative answer to the question above by using
Corollary 4.2. For this purpose, we define a sequence of functions as follows: For any
n∈ N, let

In = [2n−1,2n]

and { fn(t)} be a sequence of nonnegative and continous functions on[0,1] satisfying
fn(0) = fn(1) = 0, ( fn)′+(0) = ( fn)′−(1) = 0 and

max
0≤t≤1

fn(t) = p> 0 for n∈ N,

where( fn)′+(t) and( fn)′−(t) are the right-hand and left-hand derivatives offn(t), respec-
tively.
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Consider the damping coefficienth(t) defined by

φq∗

(
1

h(t)

)
=


p− n

n+1
fn(t −2n+1) if t ∈ In,

p if t ̸∈ In.

(5.1)

Then, we can present the desired example.

Example 5.1. If h(t) satisfies (5.1) and( fn)′+(t) has the same upper bound for alln∈ N,
then the equilibrium of (1.1) is uniformly globally asymptotically stable.

Let us constitute a concreteh(t). We arbitrarily choose two constantsα and β so
that 0< α < β < 1. LetR(n) denote then-th random number betweenα andβ . Define
f (t) = sin2(π t) and

gn(t) =


t

2R(n)
if 0 ≤ t < R(n),

t +1−2R(n)
2(1−R(n))

if R(n)≤ t ≤ 1

for eachn∈ N. Let
fn(t) = f (gn(t)).

Then the sequence of functions{ fn(t)} satisfies all the above-mentioned properties with
p= 1. Since the damping coefficienth(t) is defined by

φq∗

(
1

h(t)

)
=


1− n

n+1
sin2(π gn(t −2n+1)) if t ∈ In,

1 if t ̸∈ In,

(5.2)

we see thath(tn) = φq(n+1), wheretn = 2n−1+R(n). Hence,h(t) is unbounded.
For example, we chooseq= 3 and

R(1) = 0.1945927041728601, R(2) = 0.8353180866862129,

R(3) = 0.7966404885855496, R(4) = 0.6071706008592361,

R(5) = 0.2478007450224066, R(6) = 0.2576346233202667,

R(7) = 0.3445768583669053, R(8) = 0.4184119536296158,

R(9) = 0.7857282689788707, · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

(5.3)

as random numbers between 1/8 and 7/8. Then, the graphs of the functions 1/h(t) and
h(t) are presented in Figures 1 and 2, respectively.

Sinceh(t) ≥ 1 for t ≥ 0, it follows thath(t) is integrally positive. We definek(t) by
h(t). Then, it is clear thatk(t) is a right differentiable function and 1/k(t) ≤ 1 for t ≥ 0.
Taking 0< α ≤ β < 1 into account, we obtain

0< (gn)
′
+(t)≤ max

{
1

2R(n)
,

1
2(1−R(n))

}
≤ max

{
1

2α
,

1
2(1−β )

}
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Figure 1: The value of 1/h(tn) approaches zero asn→ ∞.

for t ≥ 0, where(gn)
′
+(t) is the right-hand derivative ofgn(t). Hence, we have(

1
k(t)

)′
+

≤ nπ
n+1

|sin(2πgn(t −2n+1))|(gn)
′
+(t −2n+1)

< π max

{
1

2α
,

1
2(1−β )

}
for t ≥ 0. For anyn∈ N, we can estimate that∫ 2n

2(n−1)
φq∗

(
1

k(t)

)
dt = 2−

∫
In

n
n+1

sin2(π gn(t −2n+1))dt

= 2−
∫ 1

0

n
n+1

sin2(π gn(s))ds

= 2−
∫ R(n)

0

n
n+1

sin2
(

π s
2R(n)

)
ds

−
∫ 1

R(n)

n
n+1

sin2
(

π(s+1−2R(n))
2(1−R(n))

)
ds

> 2− 1
2

R(n)− 1
2
(1−R(n)) =

3
2
.

For t > 0 sufficiently large, there exists ann1 such that 2(n1−1) ≤ t < 2n1. Of course,
n1 is a large integer. Similarly, for anyσ ≥ 0 there exists ann2 ∈N such that 2(n2−1)≤
σ < 2n2. Hence, 2n2 < 2n1+2n2−4≤ t +σ < 2n1+2n2 and therefore,∫ t+σ

σ
φq∗

(
1

k(s)

)
ds>

∫ 2n1+2n2−4

2n2

φq∗

(
1

k(s)

)
ds= 3n1−6>

3
2

t −6. (5.4)

For any large numberK > 0, let

T = T(K)>
2
3

K+4.
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Figure 2: The value ofh(tn) diverges to+∞ asn→ ∞.

Then, it turns out from (5.2) thatσ ≥ 0 andt ≥ T imply∫ t+σ

σ
φq∗

(
1

k(s)

)
ds≥

∫ T+σ

σ
φq∗

(
1

k(s)

)
ds>

3
2

T −6> K.

This means that

lim
t→∞

∫ t+σ

σ
φq∗

(
1

k(s)

)
ds= ∞

uniformly with respect toσ ≥ 0. Thus, by means of Corollary 4.2, the equilibrium of
(1.1) is uniformly globally asymptotically stable.

Finally, we attach a phase portrait of solution curves of

x′′+h(t)|x′|x′+x= 0,

whereh(t) satisfies (5.2) and (5.3). In Figure 3, we draw four solution curves satisfying
the initial conditions(x(t0),x′(t0)) = (5,3), (−2,6), (−5,−3) and(2,−6), respectively.
The initial timet0 of each solution curve is 0.
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