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S 1-. ' Introduction. We shall propose the distribution-free m.ultiple comparison 

procedures for several treatments with a control which are some nonparametric 

extension of those discussed by Dunnett C4) and Paulson C6) respectively under 

the normal assumption. Nonparametric procedures for some multiple comparison 

problems have beeh discussed by Steel C8) and Dunn C3), but we shall here 

deal with this problems in more general type. That is, the randomized rank 

statistics proposed in the theory of testing the hypothesis by Bell-Doksum C1) 

will be available. 

We assume that c' treatments 7ri With distributions Fi (x) - F( x Ai ) , 

. . . , c, are given and 7ro is a control whose distribution. , is _F(x) where i-1, 

F(x) is continuous but unknown otherwise. The "goodness" of a treatment 

is characterized by a large value of a translation parameter A. 

Now let Xil" ' " Xini be the random sample 0L size ni from 7ri , i O, ' 1,. . . , 

c. We consider the following t¥,,vo problems (A) and (B) . 

(A) . Seperate the treatments which are better than the control 7ro from 

what are not better under a restriction that a control 7ro should be selected 

as best when all Ai O with a pre-assiged probability 1-cii. Hence the goal 

is to accept one of the following 2c decisions : 

Do : a control 7~o is best 

Di : 7ri is the only one better than 7ro , i 1 

Dij : 7ri and 7Tj are the only two better than 7TO ' i, j-1,. . ., c(i 

Dl...c : all 7ri are better than 7ro 

where 

(1) P CDO is accepted when all Afi O) - I cii. 

Dunnett's procedure Ao is given under the normal F(x) as follows, 

accept Do if X; Xo 

accept Di if .Yi Xo >da (Nio/no ni)1___', and 

X Xo 
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'accept ' Di.::c if Xi' ' '-X'o >da (Nio/no n,i)~ ~for all i ~, O ' 

Iti 

where a2 is the Variance of F(x) and no + ni -Nio and X; =n~l ~] Xia ' 
a=1 

(B) . Determine the best of the (c+1) treatments when comparing c treat-

ments with a control 7ro under the restriction (1). Hence the goal is to accept 

one of the (c+1) decisions, 

Do : a control 7ro is best 

Di : 7ri is best, i=1,. . ., c. 

Then Paulson'S procedure~ 1~0 under the normal assumptiom may be 'expressed 

by the following 

accept Do if Xi X0'

aqcept Di if X~ Xo >dcr (Nio/no 7Zi)'1_ and Xi >Xj for all j ~ i. 

We propose in the section 2 distribution-free procedures for the problems 

(A) and (B) and compute in the section 3 the probability that each decision 

is correct. The section 4 is concerned with the asymptotic relative efficiencv. 

of ,our procedure~ ~~ith res~ec't to that in the normal theory. 

S 2. DistributionLfree 'prot'edtlres. Now let Xil' . . L , Xini' be ' ' the random 

sample of size ni from Fi (x) and R (Xia ) be the rank of Xia in the combined 

sample of size N ~ ni . Moreover let Z1 " " ' ZN be the random sample from 

i=0 
the standard normal distribution ~)(x) and Z(1) 

statistics. Bell-Doksum has proposed the new distribution free statistics such as 

ni 

(2) TNI n~l~]Z(R(Xi(z))' i-O 1 
o~=1 

in order to construct some nonparametric tests of any exact size where the 

existing tables as the normal or Chi-square distribution are available. We 

here apply them for our procedures. Our decision procedures may be formulated 

as follows. 

Procedure A for the problem A 

accept Do if (no ni/Nio)~ (TNi TNo) 

accept Di if (no ni/Nio)'1_ (TAri - TNo) > za and 

(no nJ/Njo) (TNj TNo) 

accept Dl...c if (n.O ni/N,io)1'_" (TNi -TNo) > z(~ for all i ~ O 

where zcl; is determined for a pre-assigned a: by the relation 
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(3) P [DO is accepted when all Ai -O] - I cli. 

~~oced: ~re B, , f. or the problern B 

accept Do if (no ni/NiO)~ (TNi Tivo) 

accept Di if (no ni/Nio)~ (TNi TNo) >za and TNi > TNj for all j ~ i, O. 

S 3. Probabilities of correct decisions. The following lemma I and 2 are 

the fundamental properties shown by Bell-Doksum and lemma 3 and 4 are 
also easily shown from their discussions. 

Lemlrla 1. Assume that all Ai O, then it holds that 

(i) Z(R(Xi*)) i=0, 1, c' oi=1 . . . , , , . . . , ni, have the same joint distribution 

as the random sample Zl ' 1 1,. . . , N. 
ni 

(ii) TNi has the same distribution as Yi =nrl~] Yi* , i O, 1,. . . c where 
*=1 

Yi~ is the random sample from ~) (x) . 

Lel~una 2. When all Ai O or Ai - ~i/1/N for all i, the Statistic ,1/ N 

(TNi - TNj) converges in probability to the statistic v/ N (SNi - SNj) as' N~ 

~o where 
'ti 

(4) SN n :~ E LZ(R(Xi*)) I ~)]. 
**=1 

When Ai = O for all i, we easily get that 

cov [ (no ni/Nio)1_* (Yi Yo ) , (no nj/Njo)~ (Yj - Yo ) l 

1 i j 
(ni nj/NioNjo)~ i ~ j. 

Hence we get the Lemma 3. 
Lemlna 3. The joint distribution of (no ni/Nio)1_2 (TNi - TNo) , i 1

,
 

..., c 

is the c-variate normal under all Ai = O with mean vector O and covariance 

matrix ~ where 

(5) ~ [alJ]' aij I z-J = f (ni nj/NioNjo)~ i ~ j. 

Lemma 4. Under Ai O*i/v/N and ni - ~i N for all i, the asymptotic 
joint distribution of (no ni/Nio)~(TNi TNo) is c-variate normal with mean 

vector p and covariance matrix ~ if the Hodges-Lehmann assumption L5] 

holds where p (/~I " "' I~c ) 

, },--.- f -1 (6) /~i = (n n /NIO N) O* d ~) (F(x)>f(x)dF(T) 
i dF 



4 Ryoji TAMURA 
Proof. 1/ N (TNi - TNo) converges in probability as N~>~c) to l/ N (SNi 

SNo) from Lemma 2 and V N (SNi - SNo) are jointly normally distributed 

from the works of Puri [7]. Moreover it holds that 

N cov (SNi, SNj) 1+~~l+ O(N~~) i=j 
1 + O (N~1'__2) i ~ j 

and 

f I c E(SNi) - ~)- (~]~a F(x-~a/V N)) dF(x ~i/V N) 
a=0 

= f -1 'l f -l ~ (F(x))dF(x) + 1/~N (O b~) dF a) (F(x))f(x) dF(x) 

+ O(1/V N ) ~ AJ~l ~a ~0i 
a=1 

where the second equality is derived from the Hodges-Lehmann asstimption. 

The discussions above lead to Lemma 4. 

Theorem 1. The value of za is determined by the identity 

f .J , za 

(7) l-(x . n (O ~) dxl "'dx ( P ) 

where n (p, ~) is the c-variate normal density with mean vector p and 

covanance matnx ~. 
The probabilities that each decision is correct are given by the following. 

Procedure A. 

(8) ~ P [Di is correct] 

= za-/11 zce-/lc 

f t f f f~i - dx ... n (O, E) ./1 dxj 
za-pi -- --

(9) Pij P LDij is correct] 

= ~ za-/11 s~ /lc f f(x- k~i,j - fdxidxj ... n(0,~) 11 dxk..... f
 . za-/tj -= -= za: -/1 t 

(10) P1 c P[DI c ... is correctl 

f . . . fn (O, ~) dxl ' ' ' 

za-/11 za-/tc 
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Procedure. B 

(11) ~ P LDi is correct] 

f ... za-vio I f f , I J~i - dx n(O ~) Hdxj 
-vil - vic 

where ~i is the submatrix of c X c by delating the i-th row and column of 
~/ [crljk] j' k=0, l' " " c 

( 12) U /jk ~ I j - k 
(nj n.tlNij Nik)~ j~k 

and 

~ d
 f -l (13) h/i~ (ni nk/NihN)~12 (~i _ ~k) dx ~) (F(x)) dF(x) k~l 

Proof. (7) is evident from Lemma 3. For (8) , we get 

P; P [ (no ni/Nio)1'_'2 (TNi TNo) > za' (no nj/Njo)1"_'2 (TNj - TNO) 

for all j ~ i 1 ~i > o, ~i 

za-/11 za-PC 

f -l f f j~i - dx .. n(O, ~) Hdxj 
za-/li -= -= 

where the second equality is followed from Lemma 4. 

The other relations (9) and (10) are proved similarly. For' B, we first 
notice that (ni nj/Nij)~ (TNi TNj ) for j ~ i are jointly normally distributed as 

n (~'i , ~i (where "i (2)iO, . . ., ~)ic) except h/ii' 

Then 
P:i - P [ (no ni/Nio)~ (TNi TNo) > za' TNi TNj > o for all j ~ i 

I ~i > o, ~i 

-f dx ... n(O ~ ) Hdxj' If f , i 
j~i 

zoi-vio -il -vic 

Now assuming ni -n, 1 1 1 i-j , c, we get 2 ~o ~ La~i],･ al' ~: i ~ j 

and hence 

zoc za 
-f ..f , o (14) l-c~ . n (O ~; ) dxl ' " dxc ' 

Then a constant za may be obtained from an existing table such as that 

of Dunnett, that is for c~ = O . 05, 
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zcli 1 64 1 92 2 06 2 16 2.23 2.29 

S 4. Asymptotic relative efficiency. We first def'ine the asymptotic relative 

efficiency of our procedure with respect to the normal procedure discussed by 

Dunnett' or Paulson. As for the ARE eA,Ao Of A with respect to Ao , we 

assume that mi - Pi N and no / ni - mo / mi as N~c~ where m and n express 

the sample size for the norrnal and distribution-free procedures. Then eA,AO rs 

defined by the common limit (if existing) of Ini / ni as N~c~, satisfying the 

2c I equations P:i -P~, Pij=P~j, . . ., P1"'c P~. c under Po P~ and Ai 

~i/VN where P O/s are the values in the procedure Ao corresponding to Pls 

in the procedure A. The definition is quite analogious for eB,~:O ' 

Theorem 2. The ARE eA,AO Or eLf'~o is given by the following, 

d
 o ~ f -l (15) eA,Ao ~eB,B ~2 [ dx a) (F(x)) dF(x)] 

Proof. The probabilities P o/ s in the procedure Ao are easily computed by 

noticing that the correlation of X; - .Yo andXj Xo is (mi mJ/MioMjo) ~1"~ and 

mi/M;o ~ ni/Nio' First 

(16) P P LX X 

d
 f･･･f , 

- /1 (O ~) dxl ' ' ' dxc 

Hence we get P =Pg from (7) and (16) by taking d= oi' ~- Similarly we get 

under Ai - 0+i/V N 

= d sl d-sc 

~ f ~ J~e If f P - dx ... n(O,~) H dxj 
d=si -* -= 

~ = d-sl d-sc f f __.･ ･ _~ f ･f , (17) Plj~ dxi dxj n (O ~) H dxk 
k~Fi,j 

d-Si d-sj 

o f n (O, ~) dx~1 " ' l . . .c~ 

d-sl d-sc 

where , 
(18) si - cT~1 o*i (mo Ini / MioN) ~ . 
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From the relations (8) , (9) , (lO) and (17) , eA,Ao Is given by the limiting 

value of mi / ni Satisfying /Li si . Thus we get (15) bv. (6) and (18) . 

The value of eB,Bo is also obtained by noticing ' 

If f , l ! f ･ ･ ･ l~i (19) P. - dx n (O ~ ) JI dxj 
za-wio -wal -wic 

where 

w k=a~1 (~i ~k) (mi mk/ MikN)~. (20) i 

The expression (15) is known to be the ARE of the two-sample normal 

scores test respective to the Student t-test and is always > I as shown by 

Chernoff-Savage L2]. Lastly we shall add that some multivariate extensions 

of these procedures are now preparing by the author along the line of Tamura 

[9] . 
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