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Abstract 

 

Landslide affecting factors are either not correlated or non-linearly correlated. They are more 

complex, as well as it has the non-linear relationship between landslides and landslide affecting 

factors, which results in limiting the predictive performance of traditional machine learning 

methods for landslide susceptibility maps. In order to overcome these problems, a novel deep 

learning-based algorithm that combines both deep learning and machine learning is proposed for 

landslide susceptibility assessment and prediction. The autoencoder technique in deep learning 

takes advantage of dimension reduction by stacked autoencoder (StAE) and dropout by sparse 

autoencoder (SpAE) for non-linear correlations of the landslide affecting factors and gives better 

feature descriptions than the original data.  

Physically-based methods, using geographic information system (GIS) and remote sensing for 

landslide susceptibility assessment and slope stability analysis, are more accurate than using 

statistical approaches, but which are not suitable for large areas. Therefore, statistical and data 

mining methods have received much attention. It is necessary for decision maker to recognize 

large areas, where landslides are expected, for land use planning and disaster control. Landslide 

susceptibility prediction based on statistical approaches can achieve this goal efficiently.  

As a case study for landslides triggered by earthquake, Iburi region of Hokkaido in Northern Japan 

is selected. The aim of this study is to evaluate the performance of an autoencoder framework 

based on deep neural network for prediction and susceptibility assessment of regional landslides 

triggered by earthquakes. Thousands of landslides were triggered by the Hokkaido Eastern Iburi 

earthquake on 6 September 2018 in Iburi regions of Hokkaido, Northern Japan. Most of the 

landslides (5,627 points) occurred intensively between the epicenter and the station that recorded 

the highest peak ground acceleration. In Iburi region, there is a high possibility of earthquakes 

occurring in the future. Effective prediction and susceptibility assessment methods are required 

for sustainable management and disaster mitigation in the study area. By applying 12 sampling 

sizes and 12 landslide affecting factors, 12 landslide susceptibility maps were produced using an 

autoencoder framework. The results of the model were evaluated using qualitative and quantitative 

assessment methods. The sampling sizes on the non-landslide points randomly generated from 
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plain and mountain (PM) and a mountainous only zone (M) affected different prediction abilities 

of the model’s performance. The 12 susceptibility maps, including landslide susceptibility index, 

indicated various spatial distributions of landslide susceptibility values in both PM and M. The 

highly accurate models explicitly distinguished the potential areas of landslide from stable areas 

without expanding the spatial extent of the potential landslide areas. The autoencoder is proved to 

be an effective and efficient method for extracting spatial patterns through unsupervised learning 

for the prediction and susceptibility assessment of landslide areas.  

For case study of landslides triggered by extreme rainfall, the landslides in Oda City and Gotsu 

City in Shimane Prefecture, southwestern Japan are used. This study proposes the combined 

method of the advantage of deep learning and the benefits of machine learning for landslide 

susceptibility assessment. Both stacked autoencoder and sparse autoencoder in deep learning are 

combined with random forest acquired from results of a better predictive performance between 

support vector machine and random forest in machine learning. The prediction performance of 

random forest (RF) was evaluated better than support vector machine (SVM) in traditional 

machine learning so that RF was combined with both StAE and SpAE. The results show that the 

prediction ratio of combined classifiers was 93.2 % for StAE combined with RF model and 92.5 % 

for SpAE combined with RF model, which were higher than those of the SVM (87.4 %), RF 

(89.7 %), StAE (84.2 %), and SpAE (88.2 %), respectively. This study provides an example that 

combined classifiers give a better predictive ratio than a single classifier. The asymmetric and 

unsupervised autoencoder combined with RF can exploit optimal non-linear features from 

landslide affecting factors successfully, outperforms some conventional machine learning methods, 

and is promising for landslide susceptibility assessment and prediction. 
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CHAPTER 1 

 

Introduction 

 

1.1 Background 

Landslide susceptibility assessment is a cogent research topic intended to determine the spatial 

probability of landslide occurrence since landslides continuously result in damages and casualties 

worldwide (Corominas et al. 2013). Spatial occurrence is called susceptibility, and landslide 

susceptibility maps generated from landslide affecting factors using statistical approaches 

subdivide areas into different terrains that are likely to cause certain types of landslides (Segoni et 

al. 2018).  

Physically based methods, using geographic information system (GIS) and remote sensing for 

landslide susceptibility assessment, are more accurate than using statistical approaches (Alexakis 

et al. 2014; Ciampalini et al. 2015; Di Martire et al. 2016), which are not suitable for large areas 

(Tien Bui et al. 2016). Therefore, statistical and data mining methods have received much attention 

(Chen et al. 2018b). It is necessary for decision maker to recognize large areas, where landslides 

are expected, for land use planning and disaster control. Landslide susceptibility prediction based 

on statistical approaches can achieve this goal efficiently (Borrelli et al. 2018; Huang et al. 2019). 

Most of the quantitative methods for producing landslide susceptibility maps refer to regression or 

classification approaches between real landslide data and artificially created non-landslide data 

(Fell et al. 2008).  

Various landslide susceptibility methods have evaluated regional landslide areas for spatial 

prediction and susceptibility assessment by applying different techniques, such as logistic 

regression (Lee S and Talib JA 2005; Ayalew and Yamagishi 2005; Bai et al. 2010; Aditian et al. 

2018), naïve Bayes (Tien Bui et al. 2012; Tsangaratos and Ilia 2016), artificial neural networks 

(Pradhan et al. 2010; Arnone et al. 2016), support vector machines (Yao et al. 2008; Yilmaz 2010; 

Ballabio and Sterlacchini 2012; Xu et al. 2012), decision trees (Saito et al. 2009; Yeon et al. 2010), 
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and random forest (Alessandro et al. 2015; Trigila et al. 2015; Hong et al. 2016; Chen et al. 2018b; 

Chen et al. 2019b; Park et al. 2019) in machine learning techniques.  

Recently, deep learning algorithms have made a series of revolutions in the field of classification 

and prediction (Huang et al. 2019) since the classification capability of a neural network to fit a 

decision boundary plane has become significantly more reliable (LeCun et al. 2015). These 

algorithms can successfully learn and extract patterns and unique features from big data (Ayinde 

et al. 2019). Deep learning also can effectively avoid local optimization and eliminates the need to 

set model parameters because of autonomous processes (Zhang et al. 2017). With the rapid 

development of deep neural networks, state-of-the-art learning approaches in the field of deep 

learning have been successfully applied in landslide susceptibility mapping and landslide 

deformation prediction including the following techniques: the adaptive neuro-fuzzy inference 

system (Park et al. 2012); recurrent neural networks (Chen et al. 2015); deep belief networks 

(Huang and Xiang 2018); long short-term memory (Xiao et al. 2018; Yang et al. 2019); and 

convolutional neural networks (Wang et al. 2019). In the field of landslide hazard assessment, 

unsupervised learning methods have been focused mainly on landslide inventory detection and 

land use classification for image analysis using interferometric synthetic-aperture radar (Mabu et 

al. 2019) and high-resolution satellite imaging (Liu and Wu 2016; Romero et al. 2016; Lu et al. 

2019) in deep learning. 

An autoencoder is a semi-unsupervised learning method with no prior knowledge, such as 

landslide inventory, which means that landslide and non-landslide labels and linear and non-linear 

correlation assumptions are not needed (Huang et al. 2019). For landslide susceptibility assessment, 

traditional methods for de-correlation are based on the prior assumption that there is linear 

correlation between landslides and non-landslides. However, landslide affecting factors are usually 

non-linear in practical applications. The autoencoder driven by data rather than prior knowledge 

can transform raw data into non-linear correlated features. The encoder and decoder are the main 

frameworks for unsupervised deep learning. In some techniques used in the field of deep learning, 

there is a lack of an encoder or a decoder. It is costly to compute an encoder and decoder to 

optimize algorithms for finding a code or sampling methods to achieve a framework. An 

autoencoder can capture both an encoder and a decoder in its structure by training landslide 

influencing factors (Yu and Príncipe 2019). 
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1.2 Objective and scope  

An autoencoder modeling is a deep learning-based method. It involves a training phase with 

associated input and a predicting phase with target output decision values. The purpose of this 

study is to evaluate predictive performance of an autoencoder modeling, and the method combined 

with traditional machine learning for susceptibility assessment and prediction of regional 

landslides triggered by earthquakes in Hokkaido and extreme rainfall in Shimane Prefecture, Japan.  

As a study case for landslides triggered by earthquake, Iburi region of Hokkaido in Northern Japan 

is selected. The aim of this study is to carry out predictive performance of earthquake-induced 

landslides distribution in the area affected by 2018 Hokkaido Eastern Iburi earthquake based on 

GIS and the autoencoder model by using different sampling size.  

For landslides triggered by extreme rainfall, the landslides occurred in 2013 in Oda City and Gotsu 

City in Shimane Prefecture, southwestern Japan are used. This study proposes the combined 

method of the advantage of deep learning and the benefits of machine learning for landslide 

susceptibility assessment and prediction.   

The major objectives of the research projective are as follows: 

1. To construct spatial database of landslide inventory map and landslide affecting factors 

resulted from the Iburi earthquake in Hokkaido and extreme rainfall in Shimane Prefecture; 

2. To analyze the general distribution trend between landslide inventory and landslide 

affecting factors; 

3. To verify predictive performance of autoencoder framework by using different sampling 

size on the non-landslide points randomly generated from the combination zone including 

plain and mountain (PM) and a mountainous only zone (M) affected different prediction 

abilities of the model’s performance in Hokkaido;  

4. To increase predict performance by combining with deep learning and traditional machine 

learning in Shimane Prefecture; 

5. To validate predict performance of autoencoder and its combined classifier by using the 

area under the curves based on confusion matrix. 
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1.3 Thesis structure  

This thesis proposes novel deep learning algorithms, namely, both stacked autoencoder and sparse 

autoencoder combined with traditional machine learning, for landslide susceptibility assessment 

and prediction. Furthermore, this research is focused on the theme of understanding the spatial 

distribution and affecting factors of the landslides triggered by earthquakes and extreme rainfall 

as well as assessment of predictive performance of proposed methods. 

Chapter 1 reviews previous research on the limitation of traditional machine learning and 

effectiveness of deep learning for landslide susceptibility assessment and prediction. 

Chapter 2 describes the methodology of autoencoder in deep learning and machine learning as 

well as frequency ratio for correlation analysis to understand spatial distribution between landslide 

and landslide affecting factors.  

Chapter 3 presents predictive performance using autoencoder to landslides triggered by 2018 

earthquake in Iburi region, Hokkaido by applying different sampling sizes.  

Chapter 4 analyzes the effect of autoencoder combined with traditional machine learning, and by 

comparing single classifier to landslides triggered by 2013 extreme rainfall in Oda City and Gotsu 

City, Shimane Prefecture. 

Chapter 5 concludes the thesis by highlighting an effective and efficient method in proposed 

methods for extracting spatial patterns through unsupervised learning for the susceptibility 

assessment and prediction of landslide areas. 
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CHAPTER 2 

 

Methodology 

 

In this chapter, autoencoder and random forest model are reviewed. It also describes how to 

evaluate correlation between landslides and landslide affecting factors using frequency ratio and 

validate predictive performance based on confusion matrix. 

 

2.1 Autoencoder 

Autoencoders are kinds of neural networks which reuse input values as target values. In other 

words, they aim to reconstruct input values and have direct connection with conventional neural 

networks. Autoencoders are a specific type of feedforward neural networks where the input is the 

same as the output, applying backpropagation neural networks. They compress the input into a 

lower-dimensional code and then reconstruct the output from this representation. In this section, it 

reviews deep learning techniques such as feedforward neural networks and backpropagation neural 

networks, and types of autoencoder including stacked autoencoder and sparse autoencoder. 

 

2.1.1 Feedforward neural networks 

A given node takes the weighted sum of its inputs and passes it through a non-linear activation 

function. This is the output of the node, which then becomes the input of another node in the next 

layer (Fig. 2.1). It has a p-dimensional input random vector X and a target random variable Y. Let 

(1) (1) (2) (2) ( ) ( ){(x ,  y ),  (x ,  y ),   , (x ,  y )}m m
be training sample set. The single neuron model has the 

form in Eq. 2.1 (Shin, 2015).  
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, 

1

( ) (W x ) ( )
p

t

w b i i

i

h x f b f W x b
=

= + = +                                            (2.1)                             

where  

1
( )

1 z
f z

e−
=

+
                                                                    (2.2)                                                

is the sigmoid activation function as Eq. 2.2. 

Feedforward neural networks consist of many neurons whose connection forms a hierarchical 

directed acyclic graph. The computation that the neural network represents is given by Eqs. 2.3-

2.6 

(2) (1) (1) (1) (1)

1 11 1 12 2 13 3 1( )a f W x W x W x b= + + +                                            (2.3) 

(2) (1) (1) (1) (1)

2 21 1 22 2 23 3 2( )a f W x W x W x b= + + +                                            (2.4) 

(2) (1) (1) (1) (1)

3 31 1 32 2 33 3 3( )a f W x W x W x b= + + +                                            (2.5) 

(3) (2) (2) (2) (2) (2) (2) (2)

, 1 11 1 12 2 13 3 1( ) ( )w bh x a f W a W a W a b= = + + +                                (2.6) 

where  

( )l

ia : activation (output) of unit i  in layer l    

( )l

ijW : weight associated with unit j  in layer l  and unit i  in layer 1l +   

( )l

ib : bias associated with unit i  in layer 1l +  

Notation for autoencoder description is listed in Table 2.1. 
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Fig. 2.1 Diagram of feedforward neural network (modified from Ng, 2011)  
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2.1.2 Backpropagation neural network 

If it uses a fully connected neural network with ln  layers, it should estimate in Eq 2.7 and 2.8. 

( )

1W { | 1,   , ,  1,   , ,  1,   , }l

ij l l lW l n i s j s+= = = =                               (2.7) 

( )

1b { | 1,  , ,  =1, , }.l

i l lb l n i s += =                                            (2.8) 

It can estimate network by using empirical risk minimization principle using squared-error loss 

function in the regression setting in Eq. 2.9. 

( ) ( ) 2

,
W, b 1

1 1
(W,b) arg min[ ( || (x ) y || ]

2

m
i i

w b

i

h
m

 

=

= −                                       (2.9)                        

To avoid overfitting issue, it can add a ridge type penalty term in Eq. 2.10. 

( )
11

2
( ) ( ) 2 ( )

,

1 1 1 1

1 1
(W, b) [ ( || (x ) y || ]

2 2

l l ln s sm
i i l

w b ji

i l i j

J h W
m

 +−

= = = =

= − +                             (2.10) 

Parameters in feedforward neural networks are minimizers of target function (W, b)J . To 

minimize (W, b)J , gradient descent algorithm can be used.  

For gradient descent algorithm, initialize (W, b) , and then updates Eq. 2.11 and 2.12. 

 
( ) ( )

( )
(W, b)l l

ij ij l

ij

W W a J
W


 −


                                                (2.11)              

( ) ( )

( )
(W, b)l l

i i l

i

b b a J
b


 −


                                                  (2.12)                           

where   is the learning rate. 

Simple back-propagation algorithm can be used to compute derivatives as Eq. 2.13 
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2 ( )

,( ) ( )

1
(W, b) || (x) y ||

2

l

w b jil l

ij ij

J h W
W W


 

= − +
 

                                  (2.13) 

For backpropagation algorithm (Ng, 2011), process is as follows: 

(1) Performs a feed-forward pass, computing the activations for layers 2 3,   L L and so on up to the 

output layer nlL . 

(2) Set each output unit i  as Eq. 2.14 

( )( ) 2 ( ) ( )

,( )

1
|| (x) || ( )

2

nl nl nl

i w b i i inl

i

y h y a f z
z




= − = − − 


                              (2.14) 

(3) Set each node i  in layer l  as Eq. 2.15 

( ) ( )1( ) ( ) ( 1) ( )

1
lsl l l l

i j ji i iW f z + +

=
=                                                 (2.15) 

(4) Compute backpropagation algorithm in Eq. 2.16 and 2.17 

2 ( ) ( 1)

,( )

1
|| (x) y ||

2

l l

w b j il

ij

h a
W

 +
− =


                                              (2.16) 

2 ( 1)

,( )

1
|| (x) y ||

2

l

w b il

i

h
W

 +
− =


                                                (2.17) 

 

The parameters of model can be estimated, combining the backpropagation and the gradient 

descent algorithm as Eq. 2.18. 

 

( )
11

2
( ) ( ) 2 ( )

W,b
W, b W, b 1 1 1 1

1 1
(W,b) arg min (W, b) arg min || (x ) y ||

2 2

l l ln s sm
i i l

ji

i l i j

J h W
m

 +− 

= = = =

  
= = − +  

  
     (2.18) 
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2.1.3 Stacked autoencoder  

A stacked autoencoder (StAE) is a stacked version of autoencoders, usually consisting of 2-4 

autoencoders. Rigorously, stacked autoencoders are unsupervised learning algorithm whose aim 

is also to reconstruct input values (Shin, 2015). The StAE is an artificial neural network, which is 

a special type of multi-layer perceptron. It is a type of unsupervised learning algorithm that has an 

asymmetric structure, in which the middle layer represents the encoding of the input data in the 

bottleneck layer (Yu and Príncipe 2019). The bottleneck constrains the amount of information that 

can traverse the full network, forcing the learned compression of the input data. The StAE is trained 

to reconstruct input of landslide affecting factors onto the output layer for feature representation, 

which prevents the simple copying of the data and the network. The middle layer has a lower 

dimension, employing a lower dimension that learns a nonlinear dimensionality reduction (Hinton 

and Salakhutdinov 2006; Charte et al. 2018) by taking advantage of the nonlinear dimensionality 

reduction ability. In this study, the StAE combined with back propagation neural network was 

processed for a lower dimension of features than the input data, which can be used for learning the 

most important features of the data.  
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2.1.4 Sparse autoencoder 

The sparse autoencoder (SpAE) is the first kind of overcomplete autoencoders obtained by 

imposing sparsity constraints on the hidden units (Ng, 2011). Undercomplete representation 

autoencoders could fail to capture complex high-dimensional features of input images. To 

overcome it, several kinds of overcomplete autoencoders have been devised since the 2000s. It 

attempts to make the average of activations (outputs) of hidden units to be close to zero. The SpAE 

consists of an input layer, hidden layers, and an output layer. Each layer in this neural network 

contains a sufficient number of neurons. Dropout can randomly classify the weight of some 

implicit layer nodes and reduce the mutual dependence between nodes to realize the normalization 

of neural networks. Additionally, dropout can effectively prevent overfitting and gradient 

disappearance (Huang et al. 2019). The process of SpAE is as follows. First, some of the neurons 

in the network are randomly dropped in the mini-batch training samples and the remaining neurons 

are fed to the next layer. Then, after obtaining this mini-batch training sample, the deleted neurons 

are recovered and some neurons in the network are randomly deleted once again. The 

corresponding parameters are updated based on the stochastic gradient descent method, performed 

on the neurons that have not been removed. 

More precisely, let (2)
( )ja x  denotes the activation of j -th hidden unit corresponding to an input 

value x. Define the average activation of hidden unit j as Eq. 2.19 

( )(2) ( )

1

1
x

m
i

j j

i

a
m




=

 =
                                                        (2.19) 

To achieve constraint for sparsity parameter 0  , it adds an additional penalty term to (W, b)J  

in Eq. 2.20 and 2.21 

2

1

(W, b) (W, b) ||
s

sparse j

j

J J KL  


=

 
= +  

 
                                       (2.20) 

1

1
|| log (1 ) log

j jjKL
 

 
   


−

−

 
= + − 

 
                                         (2.21) 
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Note that || jKL  
 

 
 

 is the Kulback-Leiber divergence between Ber (  ) and Ber ( j


). To 

estimate the sparse autoencoder, it can use the modified version of the back-propagation algorithm 

to compute derivative of (W, b)sparseJ . 

For backpropagation of sparse autoencoder, 

(1) Perform a feed-forward pass, computing the activations for the hidden layer 2L  up to the 

output layer 3L . 

(2) For each output unit i , set as Eq. 2.22 

( )(3) 2 (3) (3)

w,b(3)

1
|| x (x) || (x )

2
i i i i

i

h a f z
z




= − = − − 


                                (2.22) 

(3) For each node i  in the hidden layer, set as Eq. 2.23 

2

1(2) (2) (3) 2

11

( )
i i

s

i ji i i

j

W f z
 

 

    

−

−=

    
= + − +        

                                     (2.23) 

(4) Compute in Eq. 2.24 and 2.25 

2 (2) (3)

w,b(2)

1
|| (x) x ||

2
j i

ij

h a
W




− =


                                               (2.24) 

2 (3)

w,b(2)

1
|| (x) x ||

2
i

i

h
b




− =


                                                  (2.25) 

 

It can estimate the parameters of the sparse autoencoder, combining the above backpropagation 

and the gradient descent algorithm in Eq. 2.26 

2

W, b 1

(W, b) arg min (W, b) (W, b) ||
s

sparse j

j

J J KL  
  

=

 
= = +  

 
                          (2.26) 
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Table 2.1 Notation for autoencoder description (modified from Ng, 2011)  

x  Input features for a training example, R .nx   

y  Output or target values. Here, y can be vector valued. In the case of an 

autoencoder, y x= . 

( ) ( )( , )i ix y   The i -th training example 

, ( )W bh x   Output of hypothesis on input x , using parameters ,W b . This should be a vector 

of the same dimension as the target value y . 

( )l

ijW   The parameter associated with the connection between unit j  in layer l , and 

unit i  in layer 1l + . 
( )l

ib   The bias term associated with unit i  in layer 1l + . Can also be thought of as the 

parameter associated with the connection between the bias unit in layer l  and 

unit i  in layer 1l + . 

   Parameter vector. It is useful to think of this as the result of taking the parameters 

,W b  and unrolling them into a long column vector. 

( )l

ia  Activation (output) of unit i  in layer l  of the network. In addition, since layer 

1L  is the input layer, it also has 
( )l

i ia x= . 

( )f    The activation function. Throughout these notes, it used ( ) tanh( )f z z= . 

( )l

iz  Total weighted sum of inputs to unit i  in layer l . Thus, 
( ) ( )( )l l

i ia f z=  

  Learning rate parameter 

ls  Number of units in layer l  (not counting the bias unit) 

ln  Number layers in the network. Layer 1L  is usually the input layer and layer nlL  

the output layer. 

  Weight decay parameter 

x


 
For an autoencoder, its output; i.e., its reconstruction of the input x . Same 

meaning as , ( )W bh x . 

   Sparsity parameter, which specifies desired level of sparsity 

i


 
The average activation of hidden unit i  in the sparse autoencoder 

   Weight of the sparsity penalty term (in the sparse autoencoder objective) 
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2.2 Random forest 

The random forest, as a classification tree algorithm, with repeated dichotomy data can 

significantly reduce the computations required for classification and regression. In RF algorithms, 

predictive models are established by utilizing many decision trees. Based on randomly selected 

variables and samples, these trees and their decisions are generated. Once the model is established, 

the samples are first sorted individually according to all decision trees in the model, and then by 

all trees (Huang and Zhao, 2018). The proportion of decision tree estimates and generates landslide 

susceptibility indexes, which can predict landslide occurrence between all decision tree in RF 

model (Goetz et al. 2015).  

A random forest is a predictor consisting of a collection of M  randomized regression trees. For 

the j -th tree in the family, the predicted value at the query point x is denoted by (x; ,  )n j nm D , 

where 1, , m  are independent random variables, distributed the same as a generic random 

variable   and independent of nD . The variable   is used to resample the training set prior 

to the growing of individual trees and to select the successive directions for splitting more precise 

definitions will be given later (Scornet, 2015). The trees are combined to form the (finite) forest 

estimate in Eq 2.27: 

, 1

1

1
(x; , , , ) (x; ,  )

M

M n m n n j n

j

m D m D
M =

  =                                    (2.27) 

Since M  may be chosen arbitrarily large, limited only by available computing resources, and 

consider instead of the infinite forest estimate in Eq. 2.28: 

, (x; ) (x; ,  )n n n j nm D m D 
 =                                                (2.28) 

In this definition,  denotes the expectation with respect to the random parameter  , 

conditional on nD . The operation M →  is justified by the law of large numbers using Eq. 

2.29, which asserts that almost surely, conditional on nD , 

, 1 ,lim (x; , , , ) (x; )M n m n n n
M

m D m D
→

  =                                        (2.29) 
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For classification, the binary supervised classification problem, the random response Y takes 

values in {0, 1} and, given X, one has to guess the value of Y . A classifier or classification rule 

nm is consistent as Eq. 2.30 

if its conditional probability of error 

( ) [ ( ) | ]n n nL m m X Y D=                                                     (2.30) 

satisfies in Eq. 2.31 

*
lim ( )n
n

EL m L
→

=                                                            (2.31) 

where *L  is the error of the optimal Bayes classifier in Eq. 2.32 

*
1     if P[ =1|X=x] > P[ =0|X=x] 

(x)
0     otherwise.

Y Y
m


= 


                                     (2.32) 

 

In the classification situation, the random forest classifier is obtained using Eq 2.33 via a majority 

vote among the classification trees,  

1

, 1

1
1     if (x; , ) > 1/2

(x; , ,  , )

0     otherwise.

M

j n j n

M n m n

m D
m D M

=




  = 



                       (2.33) 
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2.3 Frequency ratio for correlation analysis 

The assumption of conditions that are similar to the past is very important for landslide 

susceptibility mapping (Lee and Talib 2005). Probabilistic (statistical) approaches are based on 

relationships between each landslide affecting factor and the distribution of past landslides (Lee 

and Talib 2005) and this relationship can be evaluated quantitatively using the frequency ratio 

model. The number of landslide pixel grid in each class is evaluated and the frequency ratio for 

each factor class is assigned by dividing the landslide ratio by the area ratio. The frequency ratio 

shows the correlation between landslides and affecting factors in a specific area. If this ratio is 

greater than 1, then the relationship between a landslide and the affecting factor’s class will be 

strong but if the ratio is less than 1, then the relationship will be weak and if the value is 1, it means 

an average correlation (Meten et al. 2015). The spatial relationship between the landslide location 

and each landslide factor was analyzed and the ratings for each factor’s class were assigned to each 

class in a specific factor. Then the frequency ratio ratings of factors in the form of raster maps 

were summed to form the landslide susceptibility index (LSI) using Eq. 2.34 

1

n

i

LSI Fr
=

=                                                               (2.34) 

Where Fr is the raster map of each landslide affecting factor in which the frequency ratio values 

are assigned to it. The current study tries to analyze the effect of different combinations of landslide 

factors on the performance of the frequency ratio model in order to get the minimum number of 

landslide factors which can produce a susceptibility map with higher prediction accuracy similar 

to combining many landslide factors using the mathematical combination theory. 
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2.4 Confusion matrix for validation of predictive performance 

Several commonly used classification performances were measured based on the confusion matrix 

(Table 2.2 and Fig. 2.2), which is employed to evaluate model predictive performance. Each grid 

cell of the landslide susceptibility map had a unique value representing the landslide susceptibility 

value. All grid cells were determined as one of four elements: true positive (TP), true negative 

(TN), false positive (FP), and false negative (FN). Precision gives the percentage of true positives 

as a ratio over all cases that should have been true in Eq. 2.35. Recall or the true positive rate 

(TPR) measures the number of cases that were predicted as positive that should indeed be positive 

in Eq. 2.36. The true negative rate (TNR) measures the proportion of actual negatives that are 

correctly identified in Eq. 2.37. The false positive rate (FPR) is calculated as the ratio between the 

number of negative events wrongly categorized as positive (false positives) and the total number 

of actual negative events in Eq. 2.38. Accuracy is the overall percentage of samples that are 

correctly predicted as defined in Eq. 2.39.  

Precision = 
TP

TP FP+
                                                       (2.35) 

)R  ecall (  
TP

TP FN
TPR or sensitivity =

+
                                         (2.36) 

TNR ( )
TN

specificity
TN FP

=
+

                                                 (2.37) 

FPR (1 )
FP

specificity
FP TN

− =
+

                                               (2.38) 

Accuracy
TP TN

TP FP TN FN

+
=

+ + +
                                              (2.39) 

The precision and recall curve present the relationship between correct landslide predictions and 

the proportion of landslides detected. The TPR (sensitivity) and TNR (specificity) curve indicates 

the relationship between the correctly identified classes in both labels. 



 

18 

Table 2.2 Statistical indexes for model evaluation 

Condition Description Evaluation  

TP  

(True Positive) 

The number of samples that have been predicted 

correctly as landslides. To evaluate the prediction performance  

of the model for landslides FN  

(False Negative) 

The number of samples that have been predicted 

incorrectly as landslides. 

TN  

(True Negative) 

The number of samples that have been predicted  

correctly as non-landslides. 
To evaluate the prediction performance  

of the model for non-landslides 

  
FP  

(False Positive) 

The number of samples that have been predicted  

incorrectly as non-landslides. 

TPR 

(True Positive Rate) 

The true positive rate (TPR) is defined as the ratio 

of true positive to the sum of true positive and 

false negative to the number of validation samples. 
To evaluate the predictive ratio for landslide 

susceptibility assessment and prediction (see Chapter 

3 and 4) FPR 

(False Positive Rate) 

The false positive rate (FPR) is defined as the ratio 

of false positive to the sum of false positive and 

true negative to the number of validation samples 

Accuracy 
Accuracy is the overall percentage of samples that 

are correctly predicted. 

If the data set is unbalanced, accuracy is not a reliable 

metric for the real performance of a classifier, because 

it will yield misleading results (see Chapter 3). 
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Fig. 2.2 Confusion matrix for validation of landslide susceptibility assessment 
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CHAPTER 3 

 

Landslides triggered by 2018 Iburi earthquake  

in Hokkaido 

 

In this chapter, the predictive performance of an autoencoder framework is evaluated for 

susceptibility assessment and prediction of landslides triggered by the 2018 Hokkaido Eastern 

Iburi earthquake. By applying 12 sampling sizes and 12 landslide affecting factors, 12 landslide 

susceptibility maps are produced using an autoencoder modeling. The autoencoder is proved to be 

an effective and efficient method with more than 89% of predictive performance on 12 models. 

 

3.1 Study area 

The study area was located in tectonically active regions between the Pacific, North American, 

Eurasian, and Philippine plates, where exist the deepest trenches, such as the Northeast Honshu 

Arc-Japan Trench and the Kuril Arc-Trench in Fig. 3.1 (Kimura 1994; Tamaki et al. 2010). These 

trenches are mainly composed of sedimentary Quaternary deposits and Neogene rocks, and the 

soil layers consist of pyroclastic tephra deposits mainly derived from Tarumae volcano, including 

pumice, volcanic ash, and clay, which were found distributed over a wide area (Tajika et al. 2016). 

The Hidaka mountains collision between the NE Japan and Kuril arcs as well as fluids from 

dehydration of the subducting Pacific plate caused this big event and its unusual focal depth. 

Similar attenuation structures are revealed in source zones of the 1970 Hidaka earthquake (Mj 6.7) 

and the 1982 Urakawa-oki earthquake (Mj 7.1) in Fig. 3.2 (Hua et al. 2019). The 2018 Eastern 

Iburi earthquake with a focal depth of ~37 km is quite unusual because it is much deeper than other 

inland crustal events in the region, and it seems located in the uppermost mantle, considering the 

Moho depth of ~33 km in the source area. The surface area of the distorted portion tends to increase 

as the slab subducts, and thus many fractures are considered to have progressively developed in 

the slab during subduction. Kuritani and Nakagawa, 2016 suggests that the intense dehydration of 
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the slab was caused by the injection of the higher-temperature materials into the slab. During the 

subduction of the Pacific plate, the distorted portion of the slab was progressively fractured, and 

hot mantle materials were injected locally into the relatively large-scale fracture from underneath 

the slab (Fig. 3.3). The geology units in the study area were divided into sixteen classes 

incorporating water, and only nine classes were observed to be related to landslide occurrence (Fig. 

3.4). For intensive landslides in ellipse area, the majority of landslides occurred in geology is 

Miocene non-marine sediments from Hidaka mountains collisions (Fig. 3.4). The total thickness 

of the pyroclastic tephra deposits is about 4 - 5 m in and around the epicentral area. The highest 

elevation is less than 700 m. The elevation of the terrain that was affected the most ranges from 

100–200 m, with slope gradients of 25 - 30°. After a powerful typhoon (No 21, “Jebi”), the Iburi 

earthquake occurred. However, some reports claimed that typhoons did not pass directly through 

the landslide areas and that the average cumulative rain was significantly lower than in the month 

before the earthquake (Zhang et al. 2019). Based on the field reconnaissance, the Iburi landslides 

are chiefly shallow translational landslides with planar slip surfaces. Most landslides are 

characterized by high mobility and long run-out distance, and almost all the upper slip surfaces are 

exposed without overlapping of sliding mass. The shallow landslide integrated sliding body began 

from the collapse of the gully head, incorporated a vast sliding mass along the valley, heaped 

irregularly at the gully mouth, and ruined several houses and drainage system (Fig. 3.5 a, b, c, d). 

Figure 3.5 e and f illustrate the soil composition of the landslide in the right flank and in the scarp 

integrated sliding body. The left-hand side of the scarp, which is located near the ridge of the hill 

slope and did not collapse due to its shallower dip angle, exhibits a stratigraphic sequence of 

pyroclastic deposits originating from the Tarumai Volcano. Isopach contour map and field 

investigation show that Ta-b (AD 1667), Ta-c (ca. 2.5 ka), and Ta-d (ca. 9 ka), with two layers of 

interbedded Andosols, indicating that this material corresponds to the pale-brown, clay-rich 

deposit found on the scarp (Fig. 3.5). The thicknesses of Ta-d, En-a and Spfa-1 pyroclastic fall 

deposits are 0.3~1.0 m, 0.1~1.0 m and 3~4 m respectively. The top layer has a gray-colored fine 

humic surface with a depth of about 300 mm. The middle layer is composed of middle humus and 

Tarumae-c pyroclastic fall deposits formed about 2000 years ago, while the bottom layer is 

composed of brownish and grayish pumice. The grain size of the bottom layer decreases from the 

lower to upper part. The potential sliding surface is located in the grayish-green dense pumice 

deposited about 9000 years ago in isopach map of pyroclastic deposits (Fig. 3.5). The soil 
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composition is closely related to the historic eruption and repose of the Tarumae Volcano (Tajika 

et al. 2016), and most coseismic landslides occurred in the interface between Ta-d pumice layers 

and the underlying paleosol. It is discovered through the field reconnaissance that the sliding mass 

moved along the planar interface of the Ta-d pumice and the underlying paleosol. Sliding zone 

liquefaction and grain crushing occurred within the saturated pumice layers during the down-slope 

motion. The pumice layers were crushed and the thickness was attenuated, which was confirmed 

by the clear crushed pumice strips during the field work. The crushed and liquified pumice layers 

spread in the deposition area and resulted in the extension of the upper sliding mass in horizontal 

directions. The slope angle after failure remains unchanged as the pyroclastic fall deposits were 

evenly deposited on the original slope surface. A sharp-free face appears at the scarp and creates 

a high possibility of retrogressive slope failure due to future seismic oscillation. The absence of 

volcanic deposits older than the Ta-d layer suggests that the last landslide in this area occurred 

before the eruption of Ta-d (Kameda et al. 2019). According to Kameda et al. 2019, the clay-rich 

Ta-d layer including halloysite-bearing soils acted as the sole weak and slippery plane within the 

volcanic deposits covering the slopes (Fig 3.6). The liquefaction and fluidization of this specific 

horizon provided the prerequisite conditions for the seismic triggering of the recent landslides.  
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Fig. 3.1 Study area and coseismic landslide inventory map 
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Fig. 3.2 A schematic diagram for arc-arc collision and mechanism of the three large earthquakes in the Hidaka collision zone (modified 

from Hua et al. 2019) 

 

 
 

Fig. 3.3 Fracture mechanism from Kuril Arc–NE Japan Arc junction and subducting Pacific slab (modified from Kuritani and Nakagawa, 

2016; Hua et al. 2019)      
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Fig. 3.4 Classification of simplified geological map (1:200,000) and coseismic landslides occurred 

in each unit 
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Fig. 3.5 Isopach map of pyroclastic fall deposits (Ta-a, Ta-b, Ta-c, Ta-d, En-a and Spfa-1) and field investigation on sliding surface 

(general view: a~d, and soil profiling e and f) 
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Fig. 3.6 Schematic cross-section of pyroclastic fall deposits in study area based on XRD patterns for air-dried (blue lines) and heated 

(red lines) samples. Hy = halloysite, Qz = quartz, Pl = plagioclase, Po = portlandite (cross section modified from Zhang et al. 2019) 
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3.1.1 Landslide inventory and spatial database 

Aerial photographs (ortho-photographs) of the entire area affected by the earthquake were quickly 

taken by the Geographical Survey Institute, Japan (GSI) as well as several aerial surveying 

companies. The photographs were posted with analyzed satellite images on the Web as public 

information. The original polygon shape of 3,307 landslide sites was released by the GSI several 

days after the main shock (Fujiwara et al. 2019). Further reconstruction was carried out to remodify 

the landslide polygon based on valley lines, ridgelines, hill shade, slope, and aspect, which was 

generated by a resolution of 10 m. Finally, a detailed landslide inventory map incorporating 5,627 

points of individual landslides was created by extracting the centroids of the landslide polygons 

(Fig. 3.7). This technique has been widely adopted in many landslide susceptibility methods 

because it is efficient in simplifying landslide data (Tsangaratos et al. 2017). There is no guiding 

principle for selecting the boundaries of study areas. According to Zhang et al. (2019), the 

directional distribution tool (Standard Deviational Ellipse) in ArcGIS 10.6 indicates ellipses 

containing certain percentages of the features through standard deviations in the landslide areas. 

The tool could be useful to guide the deployment of disaster relief operations and mitigation 

strategies. In the present study, to select the boundaries of the study area, an ellipse corresponding 

to standard deviations was generated by the directional distribution tool to indicate the general 

trend of the features. The tool may also be useful in the field of landslide susceptibility mapping 

for designating the boundaries of the study area, especially the area of landslides triggered by an 

earthquake as well as active faults in and around the epicenter. The sampling process is the key 

step in constructing landslide (events) and non-landslide points (non-events) for the database used 

in landslide susceptibility mapping. Several sampling strategies, such as extracting from seed cell 

(or gridded) points around a polygon of the landslide area (Meusburger and Alewell 2009; Van 

Den Eeckhaut et al. 2010) and increasing the number of non-events in the non-landslide area (King 

and Zeng 2001; Raja et al. 2017), have been proposed to improve model’s performance, predictive 

capability, and reduction of statistical errors. According to King and Zeng (2001), the non-event 

sample size must not be large but should be two to five times greater than the events because of 

the disproportionate cost and effort in acquiring data on many variables, and observations that are 

not related to the target phenomenon (Heckmann et al. 2014). These studies were conducted 

mainly to evaluate logistic regression (LR) and rare events LR susceptibility models. Melchiorre 

et al. (2008) states that un-labeled data sets with a small number of positive examples (events) and 
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a large number of negative examples (non-events) negatively affect the discrimination capabilities 

of the trained classifier. In this study, to address these issues, 12 different sampling sizes were 

selected in both the PM and M. Landslide points (event points, 1) and non-landslide points (non-

event points, 0) were classified and assigned ratios of approximately 1 : 1 (5627 : 5627), 1 : 2 

(5627 : 11254), 1 : 3 (5627 : 16881), 1 : 4 (5627 : 22508), 1 : 5 (5627 : 28135), and 1 : 10 (5627 : 

56270) in both areas. The dataset was divided into two separate training sets for unsupervised and 

supervised learning and one independent test set for the final model comparison. Forty percent of 

the landslide and non-landslide points were used as training samples for unsupervised learning. 

The remaining 60% were randomly selected and then used as an independent data set for 

supervised learning (40%) and for testing the predictive potential (20%) of the autoencoder model 

to check the performance of the pre-trained model. 
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Fig. 3.7 Ellipse area of coseismic landslide for statistical analysis (modified from Zhang et al. 

2019) 
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3.1.2 Landslide affecting factors in Hokkaido 

The pixel size of the factors that influenced the landslides was set to 10 m×10 m regardless of the 

resolution of the original data source (Zhu et al. 2018). In landslide susceptibility modeling, a 

landslide may reoccur under conditions similar to past landslides (Westen et al. 2003; Lee and 

Talib, 2005; Dagdelenler et al. 2016). There is no common guideline for selecting the factors that 

influence landslides (Ayalew and Yamagishi. 2005; Yalcin 2008) In this study, 12 factors were 

selected to evaluate landslide susceptibility: elevation, slope angle, the normalized difference 

vegetation index (NDVI), distance to stream, stream density, plan curvature, profile curvature, 

lithology of geology, age of geology, distance to faults, distance to epicenter, and peak ground 

acceleration (PGA). Elevation and slope angle are key factors that have been widely employed in 

landslide susceptibility modeling (Colkesen et al. 2016; Althuwaynee et al. 2016). The elevation 

values in the study area were divided into equal intervals of 100 m: 0–100 m, 100–200 m, 200–

300 m, 300–400 m, 400–500 m, and more than 500 m (Fig. 3.8 - a) The slope angle values were 

extracted from the DEM and classified into six groups at intervals of 10°: 0–10°, 10–20°, 20–30°, 

30–40°, 40–50°, and 50–60° (Fig. 3.8 - b). The NDVI was used to qualitatively evaluate the 

conditions of vegetation coverage on slope surfaces, which were calculated from the near-infrared 

and the red band of Landsat 8 OLI (Chen et al. 2019a). The NDVI values were arranged into five 

classes: (-0.141)–(0.191), 0.191–0.268, 0.268–0.325, 0.325–0 388, and 0.388–0.584 (Fig. 3.8 - c). 

The distance to stream and stream density were evaluated as the role of the runoff and the influence 

on the slope erosion process by streams in landslides. Previous studies showed that the distance to 

stream is an important factor that controls landslide occurrence (Devkota et al. 2013; Guo et al. 

2015). The distance to stream (Metan et al. 2015) was calculated for each pixel. The streams were 

classified as follows: 0–100 m, 100–200 m, 200–300 m, 300–400 m, and more than 400 m (Fig. 

3.8 - d). The stream density was determined from the terrain hydrographic network: 0–1 m-1, 1–2 

m-1, 2–3 m-1, 3–4 m-1, and 4–5 m-1 (Fig. 3.8 - e). The plan curvature values represented the steep 

degrees of slopes that influenced the characteristics of surface runoff contributing to terrain 

instability (Chen et al. 2019a). The plan curvature values were derived from the DEM and 

classified according to the natural break method into five groups: (-17.246)–(-3.024), (-3.024)–(-

0.806), (-0.806)–(0.368), 0.368–1.803, and 1.803–16.025 (Fig. 3.8 - f). Profile curvature is the 

curvature in the vertical plane parallel to the slope direction (Yilmaz et al. 2012). The profile 

curvature values acquired through DEM were divided into five classes using the natural break 
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method: (-19.381)–(-2.218), (-2.218)–(-0.618), (-0.618)–(0.690), 0.690–2.726, and 2.726–17.708 

(Fig. 3.8 - g). The geological map of the study area was obtained from the Geological Survey of 

Japan, AIST, and the lithology map was categorized as follows (Fig. 3.8 - h): (1) higher terrace; 

(2) lower terrace; (3) mafic plutonic rocks; (4) marine and non-marine sediments; (5) marine 

sedimentary rocks; (6) non-alkaline pyroclastic flow volcanic rocks; (7) swamp deposits; (8) 

ultramafic rocks; (9) water. The geological age map was divided into 12 classes as follows (Fig. 

3.8 - i): (1) Early Miocene to Middle Miocene; (2) Early to Middle Miocene; (3) Late Cretaceous; 

(4) Late Eocene to Early Oligocene; (5) Late Miocene to Pliocene; (6) Late Pleistocene; (7) Late 

Pleistocene to Holocene; (8) Middle Eocene; (9) Middle Pleistocene; (10) Middle to Late Miocene; 

(11) Present; (12) Unknown age 

The distance to fault was computed by a buffer operation. The distance to fault was classified by 

the geometrical interval function: 1-2.947 km, 2.947-5.545 km, 5.545-9.008 km, 9.008-13.627 km, 

13.627-19.786 km, and more than 19.786 km (Fig. 3.8 - j). The distance to epicenter was divided 

according to natural breaks: 1-6 km, 6-11 km, 11-15 km, 15-19 km, 19-23 km, 23-27 km, 27-31 

km, and 31-38 km (Fig. 3.8 - k). The values of PGA were divided into 10 categories using the 

geometrical interval function: 184–466 gal, 466–604 gal, 604-671 gal, 671-703 gal, 703-719 gal, 

719-752 gal, 752-819 gal, 819-956 gal, 956-1,238 gal, and 1,238-1,817 gal (Fig. 3.8 - l). The values 

of PGA were acquired from K-NET station, Japan (http://www.kyoshin.bosai.go.jp/). 

  

http://www.kyoshin.bosai.go.jp/
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Fig. 3.8 Thematic maps of landslide-influencing factors in Iburi region of Hokkaido, Northern 

Japan: (a) elevation [m], (b) slope angle [degree], (c) NDVI, (d) distance to stream [m], (e) stream 

density [m-1], (f) plan curvature, (g) profile curvature, (h) lithology, (i) geological age, (j) distance 

to fault [km], (k) distance to epicenter [km], (l) PGA [gal] 
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Fig. 3.8 continued 
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Fig. 3.8 continued 
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Fig. 3.8 continued 
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3.2 Results and discussion 

3.2.1 Landslide susceptibility maps produced by stacked autoencoder 

The final prediction results obtained from the autoencoder modeling were evaluated using the 

testing data set based on qualitative and quantitative analyses to validate the performance of the 

models. A flowchart of the proposed autoencoder framework is illustrated in Fig. 3.9. The 

autoencoder models based on the deep neural network were coded in R language on RStudio using 

H2O packages. These algorithms were performed using hyperbolic tangent function (i.e., the tanh 

function) in every hidden layer which was used to encode and decode the input to the output in the 

undercomplete autoencoder. In the H2O library, five hidden layers with encoders and decoders 

were designed by using the tanh activation function in each layer, which was composed of 10-5-

2-5-10 (Fig. 3.10). The 12 landslide susceptibility maps derived from the autoencoder framework 

are shown in Fig. 3.11 and Fig. 3.12. It was observed that the accuracy increased with an increase 

in the sampling ratio, but the precision and recall curve decreased (Table 3.1). The 12 susceptibility 

maps showed different spatial distributions in landslide susceptibility. Both the PM 1 (Fig. 3.11 - 

a) model and the M 1 (Fig. 3.12 - a) model were predicted to be prone to landslides in most of the 

study area, indicating the over-estimation of landslide susceptibility and low capacity in 

distinguishing landslide-prone areas from stable areas. The PM 1 and M 1 models had the same 

accuracy of 89.2% by means of confusion matrix, while the precision and recall curve showed that 

the M 1 model had a performance of 94.1%, which was higher than the 93.7% of the PM 1 model. 

Regarding the PM 2 (Fig. 3.11 - b) and M 2 (Fig. 3.12 - b) models, the PM 2 model had an accuracy 

of 91.1% and a precision and recall curve of 93.8%, which was better than the M 2 model, 

indicating an accuracy of 89.4% and a precision and recall curve of 89.7%. In the PM 2 model and 

the M 1 model, the area under the curve of TPR and TNR, and TPR and FPR showed good 

performance. The PM 2 model with a sampling ratio of 1:2 had the best performance in both 

distinguishing landslide-prone areas and producing sound information on landslide susceptibility 

values. The M 1 model sampled on the mountainous zone showed lower accuracy performance 

compared with the PM 2 model sampled on the combination including plain and mountainous zone. 

However, the precision and recall curve had the best performance with high accuracy. Regarding 

the area under the curve on TPR and TNR, and TPR and FPR, the PM 3 model (Figs Fig. 3.11 - 

c), the PM 4 model (Fig. 3.11 - d), the PM 5 model (Fig. 3.11 - e), and the PM 6 model (Fig. 3.11 
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- f) distinguished the potential landslide areas from the stable areas without expanding the spatial 

extent of the potential landslide areas. The M 3 model (Fig. 3.12 - c), the M 4 model (Fig. 3.12 - 

d), the M 5 model (Fig. 3.12 - e), and the M 6 model (Fig. 3.12 - f) generated in the mountainous 

zone tended to detect stable areas as landslide susceptibility areas even though there were no source 

areas that caused landslides to be triggered by earthquakes. As shown in Fig. 3.13, the final 

landslide susceptibility index mapped five categories for the PM 2 model (Fig. 3.13 - a) and the M 

1 model (Fig. 3.13 - b), which were the best models selected regarding accuracy and the area under 

the curve in precision and recall, TPR and TNR, and TPR and FPR. The predictive capability of 

all factors that influenced the landslides was evaluated using the test dataset based on H2O's deep 

learning algorithm (Gedeon 1997), which is a methodology for computing variable importance. 

Table 3.2 and Table 3.3 lists the results of the analysis of the variable importance of the factors 

that influenced the landslides in H2O’s deep neural network. In general, the results showed that 

the earthquake dataset, such as distance to fault, distance to epicenter, and PGA was of high 

importance to the models, whereas the geomorphology, including slope, plan curvature, profile 

curvature, stream density, and distance to stream, had lower predictive capability in both areas. 

Furthermore, in the PM 1 model, the lithology of the geology dataset as categorical variables 

indicated the highest importance in the models.  
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Fig. 3.9 Flow chart of the research process 
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Fig. 3.10 Diagram of autoencoder based on deep neural network with five hidden layers used in this study 
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Table 3.1 The area under the curve and accuracy of models’ responses in sampling ratios for the combination zone including plain and 

mountain (PM) and for the mountainous only zone (M) 

 

Zone Model 
Sampling ratio 

(Sampling numbers) 

Area under the curve on test data set 
Accuracy 

Precision & Recall TPR & TNR TPR & FPR 

Combination zone 

including plain and 

mountain (PM) 

PM 1  1:1 (5627:5627) 0.937 0.948 0.891 0.892 

PM 2 1:2 (5627:11254) 0.938 0.968 0.907 0.911 

PM 3 1:3 (5627:16881) 0.903 0.967 0.915 0.920 

PM 4 1:4 (5627:22508) 0.833 0.957 0.905 0.916 

PM 5 1:5 (5627:28135) 0.854 0.967 0.911 0.932 

PM 6 1:10 (5627:56270) 0.754 0.964 0.910 0.943 

Mountainous zone  

(M) 

M 1 1:1 (5627:5627) 0.941 0.951 0.891 0.892 

M 2 1:2 (5627:11254) 0.897 0.952 0.886 0.894 

M 3 1:3 (5627:16881) 0.872 0.952 0.887 0.894 

M 4 1:4 (5627:22508) 0.845 0.949 0.881 0.910 

M 5 1:5 (5627:28135) 0.800 0.949 0.883 0.918 

M 6 1:10 (5627:56270) 0.710 0.956 0.893 0.940 



 

42 

 

Fig. 3.11 Landslide susceptibility assessment on sampling strategies of non-landslide points 

randomly generated in the combination zone including plain and mountain (PM): (a) PM 1, (b) 

PM 2, (c) PM 3, (d) PM 4, (e) PM 5, and (f) PM 6 
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Fig. 3.12 Landslide susceptibility assessment on sampling strategies of non-landslide points 

randomly generated in the mountainous only zone (M): (a) M 1, (b) M 2, (c) M 3, (d) M 4, (e) M 

5, and (f) M 6 
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Fig. 3.13 Landslide susceptibility maps of best performance selected from both PM and M models 

considering the accuracy and the area under the curve on Precision & Recall, TPR & TNR, and 

TPR & FPR: (a) PM 2, (b) M 1  
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Table 3.2 Variable importance and ranking for the combination zone including plain and mountain (PM) 

 

  

Variable factors 
Variable importance of the combination zone including plain and mountain (PM) 

PM 1 Ranking PM 2 Ranking PM 3 Ranking PM 4 Ranking PM 5 Ranking PM 6 Ranking 

Elevation 0.065 9 0.104 4 0.098 5 0.058 9 0.073 7 0.057 9 

Slope 0.076 7 0.088 5 0.068 8 0.072 8 0.071 8 0.089 5 

Plan curvature 0.028 12 0.027 12 0.016 12 0.022 11 0.023 12 0.024 12 

Profile curvature 0.041 11 0.040 11 0.031 11 0.020 12 0.034 11 0.024 11 

NDVI 0.067 8 0.074 9 0.081 7 0.053 10 0.100 4 0.077 7 

Lithology (geology) 0.263 1 0.080 6 0.121 3 0.113 4 0.082 5 0.108 4 

Age (geology) 0.096 3 0.077 7 0.084 6 0.118 3 0.041 10 0.087 6 

Stream density 0.058 10 0.075 8 0.066 9 0.103 5 0.082 6 0.072 8 

Distance to stream 0.085 5 0.045 10 0.042 10 0.085 6 0.056 9 0.049 10 

Distance to fault 0.138 2 0.117 3 0.108 4 0.138 2 0.157 1 0.132 2 

Distance to epicenter 0.082 6 0.135 2 0.144 1 0.141 1 0.140 2 0.171 1 

PGA 0.096 4 0.139 1 0.140 2 0.077 7 0.140 3 0.108 3 



46 

Table 3.3 Variable importance and ranking for the mountainous only zone (M) 

 

Variable factors 

Variable importance of the mountainous zone (M) 

M 1 Ranking M 2 Ranking M 3 Ranking M 4 Ranking M 5 Ranking M 6 Ranking 

Elevation 0.080 7 0.075 6 0.067 7 0.090 5 0.065 9 0.071 7 

Slope 0.068 9 0.070 7 0.039 10 0.049 8 0.037 10 0.034 10 

Plan curvature 0.021 12 0.032 12 0.025 11 0.034 11 0.027 11 0.031 11 

Profile curvature 0.044 11 0.033 11 0.021 12 0.033 12 0.021 12 0.024 12 

NDVI 0.099 5 0.113 4 0.074 6 0.111 4 0.129 2 0.095 4 

Lithology (geology) 0.085 6 0.104 5 0.105 4 0.082 6 0.091 7 0.095 5 

Age (geology) 0.114 2 0.069 8 0.091 5 0.072 7 0.095 5 0.093 6 

Stream density 0.072 8 0.058 9 0.058 8 0.045 10 0.089 8 0.067 8 

Distance to stream 0.063 10 0.057 10 0.057 9 0.047 9 0.095 5 0.044 9 

Distance to fault 0.109 4 0.124 2 0.170 1 0.166 1 0.107 4 0.162 2 

Distance to epicenter 0.134 1 0.144 1 0.167 2 0.150 2 0.127 3 0.103 3 

PGA 0.110 3 0.120 3 0.126 3 0.121 3 0.149 1 0.181 1 
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3.2.2 Validation on landslide susceptibility prediction in Hokkaido 

The 12 landslide susceptibility maps produced by the autoencoder framework were evaluated by 

the area under the curve in precision and recall, TPR and TNR, and TPR and FPR. In the PM 1 

and M 1 models, the spatial distributions of landslide susceptibility were much higher than in the 

other models. The susceptibility values were mainly distributed around the two opposite extremes 

between 0 and 1. The PM 2 model had better precision, recall, sensitivity, specificity, and overall 

accuracy than other models did. In both regions, the models with sampling sizes greater than 1:3 

showed poor classification performance (Table 3.1). The landslide susceptibility maps were 

produced differently depending on the sampling size used and the area selected. The sampling size 

and the area selected in PM and M may have affected various prediction abilities. In this study, 

the sampling size and the area resulted in different contributions to the models. In the autoencoder 

method, the sampling ratio of 1:2 in the non-landslide points generated in the PM and M improved 

the prediction accuracy of landslide susceptibility mapping. The autoencoder effectively extracted 

a feature selection of spatial patterns using dimensionality reduction, and it significantly reduced 

the number of network parameters. Deep learning techniques could be used to explore the 

representation needed for making predictions based on raw data. Therefore, a promising avenue 

of research is to explore the probability of applying powerful deep learning methods to landslide 

susceptibility mapping (Wang et al. 2019). Moreover, various sampling strategies present varying 

accuracy in landslide susceptibility mapping, and it is recommended that sampling strategies be 

considered in applying new statistical techniques.  
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CHAPTER 4 

 

Landslides triggered by 2013 extreme rainfall  

in Shimane Prefecture 

 

In this chapter, autoencoder models are compared with conventional machine learning both 

support vector machine and random forest models which is well known as good performance for 

landslide susceptibility prediction. As a case study for landslides triggered by extreme rainfall, the 

landslide dataset in Oda City and Gotsu City in Shimane Prefecture, southwestern Japan is used. 

The results show that classifiers that combine both autoencoder and random forest are better 

predictive performance than single classifiers.  

 

4.1 Study area 

The study area is located in Oda City and Gotsu City, Shimane Prefecture, southwestern Japan 

(Fig. 4.1). The elevation varies from sea level to 1,123 m (Table 4.1). The average annual 

precipitation recorded from the rainfall station of Fukumitsu, Oda, and Sakurae are 1657, 1786, 

and 2011 mm from 2008 to 2018 (Fig. 4.2). The cumulative rainfall of 2013 recorded from the 

rainfall station of Fukumitsu, Oda, and Sakurae are 2270, 2102, and 2656 mm, respectively 

(http://www.jma.go.jp/). In this study, a total of 90 landslides were caused by extreme rainfall from 

May to October 2013 (Table 4.2), especially 69 of landslides triggered by extreme rainfall in 

August 2013. These landslides can be mainly described as shallow landslides that were determined 

based on field investigation. 

 

4.1.1 Landslide inventory and spatial database  

Landslide susceptibility prediction can be evaluated as a binary classification problem between 

landslides and non-landslides. A spatial database setting including landslide pixel grid, non-

landslide pixel grid, and related landslide affecting factors is needed for statistical analysis (Huang 

http://www.jma.go.jp/
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et al. 2019). This spatial database was divided into a training dataset and a validation dataset. These 

real 90 of landslides and 90 of non-landslides artificially generated from ArcGIS software were 

randomly split into two parts with a ratio of 70 % and 30 %. The 70 % of landslide and non-

landslide grid cells were selected for training model, and the remainder 30% was used for 

validation model. Furthermore, the landslide (event) and non-landslide (non - events) grid cells 

were set to 1 and 0 respectively, and the values of 1 and 0 were used for classification and 

prediction as the output variables of landslide susceptibility prediction models. 
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Fig. 4.1 Study area and landslide inventory of Oda City and Gotsu City in Shimane Prefecture, 

southwestern Japan 
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Fig. 4.2 Annual rainfall from 2008 to 2018, and monthly rainfall of 2013 in the study area 
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Table 4.1 Description and frequency ratio (FR) of topographical and distance to factors in the study area 

Factors Values No. of Landslides FR Factors Values No. of Landslides FR 

Altitude (m) 0 - 105.77 59 2.15 Profile curvature -37.55 - (-3.71) 3 0.84 

 105.78 - 215.95 21 0.80  -3.72 - (-1.18) 6 0.43 

 215.96 - 339.36 10 0.43  -1.19 - 1.03 39 0.90 

 339.37 - 550.90 0 0  1.04 - 3.87 36 1.53 

 550.91 - 1,123.84 0 0  3.88 - 43.08 6 1.06 

Slope (degree) 0 - 9.50 2 0.78 Dis. to stream < 101 58 1.64 

 9.51 - 19.00 30 1.11  101 - 200 21 0.73 

 19.01 - 28.21 29 1.08  201 - 300 8 0.44 

 28.22 - 38.00 24 0.92  301 - 400 3 0.46 

 38.01 - 73.40 5 0.71  > 401 0 0 

Plan curvature -49.05 - (-3.81) 2 0.78 Dis. to road < 200 39 2.91 

 -3.82 - (-1.11) 12 1.11  201 - 400 17 1.38 

 -1.12 - 0.57 47 1.08  401 - 600 7 0.64 

 0.58 - 2.60 24 0.92  601 - 800 5 0.52 

 2.61 - 37.03 5 0.71  > 801  22 0.50 
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Table 4.2 Description and frequency ratio (FR) of remote sensing - derived index and hydrological factors in the study area 

Factors Values No. of Landslides FR Factors Values No. of Landslides FR 

NDVI -0.242 - 0.143 15 7.26 SPI -13.816 - (-8.806) 3 0.65 

 0.144 - 0.255 19 3.15  -8.805 - (-4.352) 14 0.83 

 0.256 - 0.332 30 1.40  -4.351 - 0.101 20 0.76 

 0.333 - 0.391 26 0.75  0.102 - 2.773 46 1.28 

 0.392 - 0.650 0 0  2.774 - 14.574 7 1.04 

NDWI -0.324 - 0.046 1 0.22 TWI -7.969 - (-2.240) 17 0.82 

 0.047 - 0.125 22 2.19  -2.239 - 2.114 23 0.75 

 0.126 - 0.179 36 1.75  2.115 - 4.520 38 1.43 

 0.180 - 0.223 25 0.79  4.521 - 8.416 12 1.22 

 0.224 - 0.483 6 0.26  8.417 - 21.250 0 0 

BI 0.248 - 0.312 4 0.86 Rainfall (mm) 1,338.5 - 1,424 13 0.54 

 0.313 - 0.322 10 0.45 (from May to Oct. in 2013) 1,424.1 - 1,528.5 5 0.36 

 0.323 - 0.329 33 0.97  1,528.6 - 1,633 2 0.17 

 0.330 - 0.339 34 1.50  1,633.1 - 1,718.5 47 1.69 

 0.340 - 0.436 9 1.41  1,718.6 - 1,823 23 1.82 
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4.1.2 Landslide affecting factors in Shimane Prefecture  

The landslide affecting factors in a certain study area are complex, and it is difficult to confirm 

which affecting factors are the most important and necessary among the topographic, geological, 

hydrological, and distance to factors (Huang et al. 2019). In landslide susceptibility modeling, 

landslides may reoccur under conditions similar to past landslides (Westen et al. 2003; Lee and 

Talib, 2005; Dagdelenler et al. 2016). A total of 14 affecting factors were acquired and chosen as 

input variables for landslide susceptibility models (Fig. 4.3, 4.4, and 4.5). The topographic factors 

were acquired (https://fgd.gsi.go.jp) and calculated based on the digital elevation model (DEM), 

with a spatial resolution of 10 m including altitude, slope angle, plan curvature, profile curvature 

(Yilmaz et al. 2012), distance to stream (Devkota et al. 2013; Guo et al. 2015), stream power index 

(SPI) (Park and Kim, 2019), and topographic wetness index (TWI) (Althuwaynee et al. 2016; 

Colkesen et al. 2016). The distance to road (Alexakis et al. 2014; Roy et al. 2019) was acquired 

from Geospatial Information Authority of Japan (www.gsi.go.jp). The remote sensing - derived 

indexes were extracted from the Landsat TM 8 (https://earthexplorer.usgs.gov/), resampled with a 

10 m resolution (Zhu et al. 2018): normalized difference vegetation index (NDVI) (Chen et al. 

2019a), normalized different water index (NDWI) (Luo et al. 2019), bare soil index (BI) (Huang 

et al. 2019). The geological factors derived from geological map with a scale of 1:200,000 were 

obtained from the Geological Survey of Japan, AIST (https://www.gsj.jp/en/). These landslide 

affecting factors were reflected using the raster format with a spatial resolution of 10 × 10 m, 

which results in raster format that has the advantages of regular shape, quick subdivision, and high 

modeling efficiency (Huang et al. 2019). For continuous affecting factors, the ‘Jenks natural break’ 

method was used to divide each continuous affecting factor into five classes. Then the frequency 

ratio of all subclasses of each landslide affecting factor was calculated as shown in (Table 4.1, 4.2 

and 4.3). The frequency ratio allows that all 14 of landslide affecting factors have significant 

influences on landslide occurrence. Some studies have suggested that the correlations between 

affecting factors should be eliminated to reduce model noise for the landslide susceptibility 

assessment (Hong et al. 2017; Lin et al. 2017; Chen et al. 2018a). However, the number of input 

variables of the deep learning algorithm is generally hundreds or thousands due to their strong 

feature extraction ability, and 14 input variables will not result in information redundancy. On the 

other hand, some collinearity phenomena between landslide affecting factors can be tolerated by 

the fast-developed machine learning models (Huang et al. 2019). These 14 of landslide affecting 

https://fgd.gsi.go.jp/
http://www.gsi.go.jp/
https://earthexplorer.usgs.gov/
https://www.gsj.jp/en/
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factors provide valuable information to produce landslide susceptibility maps, as quantitative 

measurement determined by frequency ratio. Therefore, all 14 environmental factors are utilized 

as input variables in the model to evaluate the capabilities of performance and feature extraction 

for the landslide susceptibility assessment. 
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Fig. 4.3 Thematic maps of topographic factors (a - d) and distance to factors (e and f) considered 

in this study: (a) elevation [m], (b) slope angle [degree], (c) plan curvature, (d) profile curvature, 

(e) distance to stream [m], and (f) distance to road [m] 
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Fig. 4.4 Thematic maps of remote sensing – derived index (a - c) and hydrological factors (d - f) 

considered in this study: (a) NDVI, (b) NDWI, (c) BI, (d) SPI, (e) TWI, and (f) cumulative rainfall 

from March to October [mm] 
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Fig. 4.5 Thematic maps of geological factors considered in this study: (a) geological age and (b) 

lithology 
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Table 4.3 Description and frequency ratio (FR) of geological factors in the study area 

Factors Values No. of Ls FR Factors Values No. of Ls FR 

Geological age Unknown age 22 1.31 Lithology Felsic plutonic rocks 9 0.93 

 Triassic to Jurassic 8 0.41  Gabbro and diorite in accretionary complex 13 1.12 

 Present 14 3.09  Higher terrace 27 0.85 

 Permian 13 1.53  Lower terrace 16 0.82 

 Paleocene to Early Eocene 2 0.36  Mafic plutonic rocks 10 1.50 

 Middle to Late Miocene 2 1.37  Marine and non-marine sediments 13 3.94 

 Middle to Late Miocene 10 9.15  Non-alkaline felsic volcanic intrusive rocks 2 0.64 

 Middle Eocene 1 0.15  Non-alkaline felsic volcanic rocks 0 0 

 Late Pleistocene to Holocene 18 1.41  Non-alkaline mafic volcanic rocks 0 0 

 Late Pleistocene 0 0  Non-alkaline pyroclastic flow volcanic rocks 0 0 

 Late Miocene to Holocene 0 0  Sand dune deposits 0 0 

 Late Eocene to Early Oligocene 0 0  Schist 0 0 

 Late Cretaceous 0 0  Ultramafic rocks 0 0 

 Early to Middle Miocene 0 0  Volcanic debris 0 0 

 Early Pleistocene 0 0  Water 0 0 

 Early Miocene to Middle Miocene 0 0   0 0 
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4.2 Results and discussion 

4.2.1 Landslide susceptibility maps produced by six models 

This study was performed using the following main steps (Fig. 4.6): (1) correlation analysis 

between landslide inventory and landslide affecting factors using frequency ratio, (2) landslide 

susceptibility prediction using SVM and RF models in machine learning, (3) landslide 

susceptibility prediction using StAE and SpAE employing back propagation neural network in 

deep learning, (4) evaluation of StAE and SpAE combined with machine learning acquired from 

a better prediction ratio between SVM and RF, and (5) validation and comparison. All models 

based on the deep learning and machine learning were coded in R language on RStudio. For the 

SVM model and RF model, its parameters are determined using a 10-fold cross-validation 

approach. The results show SVM model with radial basis function are acquired from grid search 

for SVM parameter tuning. For RF model, it is composed of ‘mtry’ and ‘tree’, which are 3 and 

300, respectively. In the H2O library, both StAE and SpAE algorithms were performed using 

hyperbolic tangent function (i.e., the tanh function) in every hidden layer which was used to encode 

and decode the input to the output in the autoencoder framework. Both encoders and decoders 

were designed by using the tanh activation function in each hidden layer, which was composed of 

80 - 50 - 2 - 50 - 80 for StAE (Fig. 4.7) and 200 - 200 - 200 for SpAE (Fig. 4.8) with parameter 

tuning. For combining models, reconstruction error value employing mean square error was used 

in both StAE and SpAE, which are 0.068 and 0.088, respectively. The landslide susceptibility 

maps derived from SVM, RF, StAE, SpAE, StAE with RF, and SpAE with RF model in the 

ArcGIS 10.6 software (Fig. 4.9). For better visualization and comparison, the indices were 

reclassified into five classes using the equal interval function: very low (0 - 0.2), low (0.2 - 0.4), 

moderate (0.4 - 0.6), high (0.6 - 0.8), and very high (0.8 - 1). The susceptibility class area of StAE 

model as the best performance (Table 4.4) were 6.31 %, 13.58 %, 33.04 %, 36.81 %, and 10.26 %, 

respectively. The susceptibility class area of RF model (Fig. 4.9 - b) and StAE model (Fig. 4.9 - c) 

has very high value. The susceptibility index value of SVM model (Fig. 4.9 - a) and StAE models 

(Fig. 4.9 - c) were prominent near the road (Fig. 4.3 - f). The SpAE model has lowest value in 

susceptibility class area (Fig. 4.9 - d). The StAE with RF model and SpAE with RF model by 

combined classifier were similar and has the lowest value in susceptibility class area (Fig. 4.9 - e 

and Fig. 4.9 - f).  
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Fig. 4.6 Flow chart of the research process 
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Fig. 4.7 Architecture of random forest combined with stacked autoencoder employing reconstruction error value by anomaly detection 
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Fig. 4.8 Architecture of random forest combined with sparse autoencoder employing reconstruction error value by anomaly detection 



 

64 

 

Fig. 4.9 Landslide susceptibility maps of Shimane Prefecture using (a) Support vector machine, 

(b) Random forest, (c) Stacked autoencoder, (d) Sparse autoencoder, (e) Stacked autoencoder 

combined with RF, (f) Sparse autoencoder combined with RF 
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4.2.2 Validation on landslide susceptibility prediction in Shimane Prefecture 

The landslide susceptibility assessment was verified using the area under the curve on the 

validation dataset for six model. The predictive ratio for landslide susceptibility assessment are 

mainly calculated by confusion matrix. The true positive rate (TPR) defined as the ratio of true 

positive to the sum of true positive and false negative, the false positive rate (FPR) defined as the 

ratio of false positive to the sum of false positive and true negative to the number of validation 

samples (Chen et al. 2018a; Zhang and Wang, 2019). In general, the true positive defines the 

landslide grid cells that are predictive as landslides, true negative means non-landslide grid cells 

that are predictive as non-landslides, false-positive reflects non-landslide grid cells that are 

predictive as landslides, and false negative means landslide grid cells that are predictive as non-

landslides (Huang et al. 2019). The area under the curve was applied to assess the prediction 

performance of landslide susceptibility index values on the validation dataset. The prediction rate 

values of SVM, RF, StAE, SpAE, StAE with RF and SpAE with RF model are obtained by 

calculating the area under the prediction rate curves. The StAE with RF and SpAE model of 

combined classifier have relatively higher prediction rates than using SVM, RF, StAE, and SpAE 

model of single classifier (Fig. 4.10). It means that the classifiers combined with both autoencoder 

and traditional machine learning are better than using a single classifier. 
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Table 4.4 Number of landslides and percent of landslide susceptibility class area 

Landslide susceptibility class 

(index value) 

SVM RF StAE SpAE StAE with RF SpAE with RF 

No. % No. % No. % No. % No. % No. % 

Very low (0 - 0.2) 15 17.00 1 11.80 5 35.65 7 30.16 2 6.31 3 5.82 

Low (0.2 - 0.4) 4 19.61 2 10.45 1 11.09 10 19.07 6 13.58 8 14.38 

Moderate (0.4 - 0.6) 7 25.83 4 8.43 3 10.52 15 24.73 16 33.04 13 35.96 

High (0.6 - 0.8) 17 24.94 13 33.43 4 13.07 44 22.60 66 36.81 66 33.25 

Very high (0.8 - 1.0) 47 12.62 70 35.89 77 29.67 14 3.44 0 10.26 0 10.59 

Sum 90 100 90 100 90 100 90 100 90 100 90 100 
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Fig. 4.10 The area under the curves for prediction ratio and validation of landslide susceptibility 

maps by the six models 
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CHAPTER 5 

  

Conclusions 

 

This study investigated the application of an autoencoder framework, and autoencoder combined 

with machine learning for landslide susceptibility assessment and prediction in Iburi region, 

Hokkaido and Oda City and Gotsu City, Shimane Prefecture.  

As a case study for landslides triggered by earthquake, Iburi region of Hokkaido in Northern Japan 

are selected by applying 12 sampling strategies to landslide susceptibility mapping. The validation 

of the results was conducted based on the objective measures of the area under the curve in 

precision and recall, TPR and TNR, TPR and FPR, and accuracy. The experimental results led to 

the following conclusions.  

1. Various sampling strategies showed improved accuracy in landslide susceptibility assessment, 

which should be analyzed and compare with precision and recall curve in imbalanced data.  

2. The prediction results obtained using the proposed autoencoder framework had good 

performance in terms of the area under the curve in precision and recall, TPR and TNR, TPR 

and FPR, and accuracy.  

3. For the various models, the best performance by means of confusion matrix, especially in areas 

where landslides were triggered by the earthquake, was to utilize a sampling ratio of 1:2 of 

landslides and non-landslides generated in the PM.  

Finally, the prediction accuracies of landslide susceptibility mapping using the autoencoder model 

can be effectively improved by two strategies: 1) hyperparameter tuning in constructing the 

autoencoder architecture; 2) the selection of the tanh activation function. The landslide 

susceptibility maps produced in this study could be useful for decision-makers, planners, and 

engineers in disaster planning to mitigate economic losses and casualties. In future research, the 

accuracy of the landslide susceptibility maps in this study could be enhanced by selecting the 

optimal sampling strategy and investigating highly efficient deep learning techniques.  
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For case study of landslides triggered by extreme rainfall, the landslides in Oda City and Gotsu 

City in Shimane Prefecture, southwestern Japan are used. In this study, the classifiers combined 

with both deep learning and traditional machine learning, StAE with RF and SpAE with RF models, 

are proposed for landslide susceptibility prediction. The autoencoder consists of input layers for 

raw data, hidden layers for feature extraction, and output layers for landslide susceptibility 

prediction. Several impressive characteristics were revealed in landslide susceptibility assessment 

in the Oda City and Gotsu City in Shimane Prefecture: 

1. The combined classifiers have the advantage of both machine learning and deep learning, i.e., 

dimension reduction of the StAE model and dropout of the SpAE model for feature extraction.  

2. The correlation between landslides and landslide affecting factors using frequency ratio was 

high in NDVI, distance to road, and altitude.  

3. Performance assessment was carried out with the SVM, RF, StAE, SpAE, StAE with RF, and 

SpAE with RF models. The results show that the proposed StAE with RF and SpAE with RF 

models have a relatively better prediction rate than a single classifier such as SVM, RF, StAE 

and SpAE models.  

In conclusion, the proposed combined classifier is promising for classification between landslide 

and non-landslide following landslide susceptibility prediction because it can overcome the 

limitations of conventional machine learning algorithms, extract features and pattern recognition, 

reduce computations, and improve performance. 
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