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This paper is concerned with the predator-prey equations simulating an immune response
which G. L. Bell and G. H. Pimbley, Jr. studied. In [1], G. H. Pimbley, Jr. has shown that the
a,-branching of the periodic solutions of this equations appears. In this paper, it will be shown
that the 2,- and 2;-branching appears under more restricted conditions.

§1. Introduction

In this paper we are concerned with the 1,- and A,-branching of the following
system

%=u[ —lsz/lzu +k(o,—A)v— kgz uv:|
%=v[21-k(a1—Al)u+k/11)u+kllu], (1)

where a; >0, 2, >0, 1,>0, 1,>0, >0 and k>0.
For the role of the variables u, v and s, and the parameters a,, a,, 4;, 4,, 0 and

k, see [1].
Every point of intersection of the two curves
A (1+ku) (22)
k(az - 12 - %2— u)
=l [ Ay Koty — A)] (2b)
kAy

is the singular point of the system. From equations (2), we can obtain that the vertical
coordinates of the points of intersection of curves (2) satisfy the following quadratic
equation

————klelaZ 02 - |:k(0£1 - /11)(0(2 - /12) _‘kllllz - A.leaz ]v + Azal =O (3)

We will need the following condition;
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(A) The two intersections of (2) exist in the set A={(u, v); u=0, v=0}
We will need the following

LemMmA. Fix the parameters o4, 0y, A1, Ay and k such that oy >A;+ 24,5, 0>,
+A,. There exists a value 0q=0y(cty, 03, A1, Ay, k) such that if 0>0,, then assump-
tion (A) is satisfied for the parameters oy, 0z, 1, A5, 0 and k.

Proor. Let us consider the function B=B(vy, 05, 41, 45, 0, k) and D=D(a,,
0y, A1s 49, 0, k) defined by

By, 03 A1y hay 0, §) =Ky = Ay) () — Ky 2y = 2102 @

D(aty, gy Agshg, 0, k)=B2~%'

(%)

From that B(x;, ¢y, A1, Ay, 0, k) and D(aq, o, 14, 45, 0, k) are monotone increasing
functions of 6§ and that o >4,, we obtain this lemma.

Denote by (uy, v;) the singular point that is the intersection of the two curves,
of which vertical coordinates is smaller than the other. By solving (2), we have

Uf=

ke(az - }.2)(“1 - )'l) - “le - kalllz —'\/{ke(“z _12) -—0(2/11 - keﬂ.l}.z}z —4k0¢10£2ﬂ.1/126
2k, Ay )

(©)
For the system we define the function F=F(ay, &, 44, 45, 0, k), by

F((xl, 0oy A‘l’ Az, 0, k)=uf12+a0T2 ufvf_vfll.

G. H. Pimbley, Jr. [1] proved

TueoreEM. Let condition (;4) be satisfied for all the parameters.

(i) If F changes its signature from positive (negative) to negative (positive),
then the branching of the periodic solutions which are asymptotically orbitally
stable from the constant solution (uy, v;) appear (vanish) at the zeros of F.

(ii) If F changes its signature from positive to negative as one parameter is
increased (decreased) with other parameters fixed, then the direction of the branching
is towards higher (lower) values of the parameter; i.e. a right (left) branching with
respect to the parameter.

ReEmaRK. For the more realistic model simulating an immune response, see [2].
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§2. A,-and A,-branching

From (2a), we obtain

0y

A
Agu s+ 0 u,vf=(oc2—12)vf——72

Thus we have the following

LEMMA 1. F=(oc2—/12—)11)v,——);€—2. : (D
We will need the following

LemMA 2. Fix the parameters oy, 0, A, and k such that oy>o,, 0y>2,.
There exists a value 0,=0,(x,, &y, A5, k) such that if 0>0,, then condition (4) is
satisfied for every A, such that 0< iy <o, —A2,.

Proor. Since B(ay, ¢y, A, 42, 0, k) is a monotone decreasing function of A; and
B(sy, oy, iy — Az Agy 6, k)=k(a2—/12)(oc1—a2)—£°‘2_'9—’12)“2, we obtain the inequality

Bloty, o, Ay Agy 6, K)> k(az‘—xz)(al—a'z)—%)iz. There exists a value 0 such

that if 6> 05, then B(xy, oy, A4, Ay, 0, k)>0. Let us consider the function D(ay, a5,
Ay A2, 0, k). Also about D, there exists a value 0, such that if 0>0,, then D>0.
Define 0, =0,(cy, &ts, A5, k) by 0, =max{0,, 6,}. The proof is completed.

Thus we the following

- TueoreM 1. . Fix the parameters oy, o,, A, and k such that oy>a,, 0y>A,.
Fix the parameter 0 such that 0>0,=0,(c;, o, A5, k). If there exists a value A9
such that F(uy, oy, A3, Ay, 0, k)>0, then there exists a value A} such that 2§ <Ai<a,—
Mgy F(oy, 00, AL, Ay, 0, k)=0 and as A, is increased through A3, F(uy, 0z, A4, Az, 0, k)
changes its signature from positive to negative; i.e. a A,-(right)-branching appears
at M.

Proor. Lemma 2 shows that A, can be increased to o, —A,, satisfying assump-
tion (A). From the boundedness of v;, we obtain

lim F=—-22<0
Ar=a2—A2 k
This shows the existence of a value Ai.
Similarly to Lemma 2 and Theorem 1, we can prove the following

LemMMA 3. Fix the parameters oy, 0, Ay and k such that o>y, ay>44.
There exists a value 0,=0,(ay, 0y, Ay, k) such that if 6>0,, then .condition (A) is
satisfied for every A, such that 0<A,<o,—A,.
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THEOREM 2. Fix the parameters oy, ay, A; and k such that o;>a,, a,> 4.
Fix the parameter 0 such that 0>0,=0,(x, oy, A4, k). If there exists a value 13
such that F(ay, 05, Ay, A3, 0, k)>0, then there exists a value 1} such that A<} <a,—
Ay, oy, oy, Ay, AL, 0, kK)=0 and as 1, is increased through A3, F(oy, oy, Ay, As,
0, k) changes its signature from positive to negative; i.e. a l,-(right)-branching
appears at 3.

Define the function G=G(ay, %,, 4,, 0, k) by kB(o, —A,) (o, —0t;)+a3. The con-
sideration of F in the neighborhood of 1, =0 gives the following '

TueOREM 3. Fix the parameters oy, 0y, Ay, k such that o, >N, 0>, If
there exists a value A and 0 such that 0>0,=04(0y, 05, A, A,, k), F(otq, 05, AS,
22, 0, k)<0 and G(ay, ay, 15, 0, k)>0, then there exists a value A} such that 0<il<
29, F(ay, o3, Ay, Ay, 0, kK)=0 and as 1, is decreased through A1, F(ay, oy, A, As, 0, k)
changes its signature from negative to positive; i.e. a A,-(right)-branching vanishes
at A}

Proor. From that B(ay, &y, 41, A5, 0, k) and D(xy, o5, A, 45, 0, k) are monotone
decreasing functions of 1,, it follows that A, can be decreased satisfying assumption (A).
Notice that the function F is considered as a function of A, only and that 5—/1F(oz1, sy

1
- As
042 0 0= o, oy =Ty
the proof.

Define the function H=H(o,, a5, 0, k) by 2k0(«, —o;)+0,. Similarly to Theorem

3, we can prove the following -

G(ay, 05, 45, 0, k). The condition that G>0 completes

THEOREM 4. Fix the parameters oy, 0, Ay, and k such that a,>hy, 0y >1,.
If there exists a value 23 and 0 such that 0>0,=0y(xy, ¢y, Ay, A3, k), F(ay, 0py Aq,
23, 6, k)<0 and H(o,, a,, 0, k)>0, then there exists a value 1} such that 0<} <3,
F(oy, 0y, A1, 45, 0, K)=0 and as A, is decreased through A3, F(uy, ¢y, Ay, 0tp, 0, k)
changes its signature from negative to positive; i.e. a A,~(right)-branching vanishes
at M.

ReMARK. We give an example of parameters which satisfy the assumption of
Theorem 3; oy =0.7, 2,=0.699, 1;=0.3, 1,=0.3, #=1000, k=1. For this example,
we get F=—0.005315 and G =0.089601.
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