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Rank-Correlation among the Four Class-Records
in a College

SINGU, Tadao

(Laboratory of Mathematics and Statistics)
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§ 1. Introduction

The effect of the entrance examination to those who apply a college is often dis-
cussed in our country, but we have few scientific data for this purpose. Our president,
Dr. Takezaki, Yosinori suggested me to gather such data from the graduates of the
Simane Agricultural College and to analyze them. In March of 1958 our college sent
off the fourth-time graduates, so even only in our college still we can get twelve kinds
of data for this purpose, for there are three classes each year.

To calculate the correlation coefficient between the grades at the entrance examin-
ation and those at the graduation one may think that it would be better to use the
average scores of each student than to use 'the ranks in his class. Yes, that may be
true, but its calculation is very tedious and yet the results are almost the same. See
one example done for the data from (F2) at p.144. Therefore I decided to use their
ranks in the class instead of the average scores. In sélecting the sample I did as fol-
lows :

Those who joined the class later or earlier were omitted from the ranking. It
means that if a student was admitted into his class at the beginning of the second or
third year from other college he was eliminated from the ranking. And also if a
student could not graduate after four years by his absence from school or by the failure
in the examination he was omitted from the member of his class. The reason for
such elimination is simple. Students in one class should had the same or at least
almbst the same examinations at the entrance and in the college education.

At the end of the introduction I wish to express my great appreciation to Miss Ta-

keda, Yukiko for her gathering data from -the students’ records.
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§ 2. Data
Table 1. Notation for .Each Class.
Name of the Class
Entered | Graduated : Notation )
in in _Course Time A : Agriculture
1951. 1955 A Ist Al F: Forestry
} ” ” B st F1
’ v ” E 1st E1 E: Agriculture and
| 1952 1956 A 2nd A2 forestry economics
" ” F 2nd F2
” ” E 2nd E2
1953 1957 A’ 3rd A3
” ” F 2rd F3
” V4 E 51‘(1 E3
1954 1958 A 4th A4
" ” F 4th F4
” ” E 4th E4 -

Other notations are as follows :

X: Rank of the total score at the entrance examinations,
Y : ‘Rank of the average score in the whole course of college education,
Z : Rank of the average score in the course of general education,
V: Rank of the average score in the course of professional education.
Table 2. Data from (A1)
X 1 2 3 4 5 ¢ 7 8 9 10 1 12 13 14 15 16 17 18 19 20 21 22
Y 7 6 1 4 5 2 13 3 9 17 19 21 15 22 16 12 10 11 8 14 18 20
VA 4 3 1 7 6 5 13 8 9 15 22 12 16 18 17 210 19 11 14 20 21
14 9 6 3 4 5 2‘ 19 110 18 17 22 13 21 15 14 12 8 7 1 16 20
" Table 3. Data from (F1)
X 1.2 3 4 5 4 7 8 9 10 11 12 13 14 15 16 17 18: 19 20
Y 9 1 12 4 16 13 5 17 15 20 3 11 10 19 18 2 14 7 8 6
z 6 112 3 9 8 4 13 15 19 14 16 17 20 11 2 18 7 5 10
| 4 13 2 12 4 16 14 & 17 15 20 . 1 10 9 18 19 3 8 7 11 5
Table 4. VData from (E1)
X 12 3 45 67 8 9101 1213141516 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
Y 9 1121513 5 4 61617 2011 26 825 32829 21 2219 25314 31 24 10 2 7 30 27 18
4 7 4161012 2 1 31121151319 628 82227 14 2524 17 520 26 29 9 25 31 30 18
V |12 1111613 6 5 917 8323 329302420 152519 3121 7 2 4282718

14 22 10 26
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» Table 5. Data from (A2)

X T2 3 4 5
Y 31 2 11 4
4 2 1 4 8 4
14 3 1 4 12 2

Q1 O ~I O~

18 19 20
17 13 20
17 15 18
16 13 20

Table 4. Data from (F2)

X 1 2 3 4 5 6
Y 1712 7 5 413
z 1 139 7 417
4 112 7 5 3 9

N N N NI

21 22 23
19 14 1

21 12 6

17 15 13

Table 7. Data from (E2)
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20 2122 23
17 12 24 22
17 14 22 24
1811 26 24

— 0

14.5 14.5 18 7 20

~N O~ —
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25 26 27 28
26 27 28 23
26 28 27 19
22 27 28 23

Table §. Data from (A3)

19 20.520.5 22

NS 0 N 0
—_ s s 0

x |12 345 6 7
Y |37 68210 1
Z | 2816753 611
vV |57 48212 9

522524 25

19 24 13
20 24 17
18 24 10

Table 9. Data from (F3)

X 1 2 3 4 5
Y 2 1 11 10 3
z {10 2 7 5 1
14 2 1 3 1 7

13
13
13

Ll SN NG N
1 0 00 0

N O B
—
o~ N O1 N0

Table 10. Data from (E3)

g~ S =
~N o1 O N
N —= N Oy
O N OO N

- N = O-
N O8N N NO

15.5 15.5
15 7
16 1N
13 6

Table 11. Data from (A4)

1112 13 14 15 16 17 18 19

2622 10 18

X 12 3 45 67
Y 4 7 21 615 813
z 4 3 21 9 5 816
14 312521 42214 8

71517 9.5°26

2425 26 27
25 2310 19
25 14 15 23
24 25 9.5 M1
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Table 12. Data from (F4)
X 1 2 3 4 5 6 7 8 9 10 11 12.5 25 14 15 16 17 18
Y 15 5 9 12 17 2 6 4 1T 14 N 7 3 13 10 18 8 16
zZ 10 6 9 15 16 3 5 1 4 14 11 12 8 2 17 18 7 13
14 15 5 9 N 18 2 6 4 1T 14 12 7 3 12 10 16 8 17
" Table 13.. Data from (E4)
X 1 2 3 4 5 6 7 8 910 11 12 13 14 15 16 17- 18 19 20 21 22
Y 6 12 11 5 1 18 17 10 19 8 9 22 4 16 15 3 7 14 21 13 2 20
A 6 13 8 4 5 165 22 7 20 9 11 19 15 18 12 2 3 10 21 165 1 14
14 5 11 12 6 1 19 710 17 89 22 3 16 18 4 13 15 21 14 2 2

§ 3. Calculation of Correlation Coefficients
Test statistic for the criterion by the rank-correlation coefficient is
N
6 Sd?
N i=1
N(N—-1)
where N is the number of pairs of observations of ranks (Xi, Yi); i=1, 2,...,N;
di=Xi —Y:; 0 When Xi =Xj, I ranked both of them as —;—(}(z + X5).
N
Table 14.  Sd?
i=1
. 2 2 2 2 2 - 2

Class N Z(X-Y) 2(X—-2) S (X-V) 2(Y-2) S(Y-V) 2(Z-V)

Al 22 580 584 922 352 91 610

F 1 20 1288 986 1440 388 74 656

E 1 31 2886 1908 3222 1280 132 1992 .

A2 20 302 226 304 112 32 190

F 2 23 1005 1308 876 160 83 404

E 2 28 502.5 632 674 245.5 191.5 4608

A3 25 636 691 802 190 104 468

F 3 19 746 977.5 666 199.5 12 487.5

E 3 16 435.5 178.5 510.5 164 26 252

Ad 27 | 199 1544 2620 53 444 1544

F 4 18 797.5 695.5 785.5 286 8 308

E 4 22 1450 1603.5 - 1230 294.5 158 660.5
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Table 15. Rank-correlation Coefficients Obtained
Class Ter. v. Txy "xz Txv Tyz Tyv Tzv N
Al 0.508 | 0.359 0.672 0.670 0.479 0.801 0.949 0.656 22
(3) (4 (6) 2 (0 (5)
k0 3k * 0k * * ok * %k k %k .
F 1 0.534 | 0.377 0.032 0.259 —0.083 0.708 0.944 0.507 20
(S (4 (6) 2) (1 (3)
E 1 0.425 | 0.301 0.418 0.615 0.350 0.742 0.973 0.598 31
(5 (3) (6) 2 (M (4)
* * % * % * % * %
A2 0.534 | 0.377 0.773 0.830 0.771 0.916 0.976 0.857 20
(5 (4 () 2 (N (3
* ok £k % s * ok %
T2 0.496 | 0.351 0.50% 0.354 0.567 0.921 0.957 0.800 23
(5) ©) (4 2 (1 (3
SR * * % P * % * %
E 2 0.448 | 0.317 0.862 0.827 0.816 0.933 0.948 0.834 28
(3) (5 (6) 2 M (4
* ok % %k * % * * %
A3 0.475| 0.33%6 0.755 0.734 0.692 0.927 0.940 0.820 25
4 (5) (6) 2) 1 (3)
- * ok * ok * % * % * % %
F 3 0.549 | 0.388 0.346 0.143 0.416 0.825 0.902 0.572 19
(5) 6) (4 2 (1 (3)
i © @ ' * * ¥ * ¥ E 3
E 3 0.601 | 0.425 0.260 0.738 0.249 0.759 0.962 0.629 16
: (5 (3) (6 2) (1) (4
o) % % o A * % * %
A4 | 0.45% | 0.323 0.391 0.529 0.200 0.83%6 0.864 0.529 27
(5) 4 () 2) (1) (3)
. . * * &) A * % * %
F 4 0.564 | 0.399 0.177 0.282 0.189 0.705 0.992 0.672 18
: () (4 5 2 (1 (3)
o) O o) % % * % * %
E 4 0.508 | 0.359 0.181 0.095 0.306 0.8%4 0.911 0.627 22
o (5 (6 4 2 (1 (3)
Expalanation for the table 15 :
In the case of In the case of
one-tail  test two-tail test
v { of the left column a= 1% a= 2%
cr. v. | of the right column a= 5% a=10%
#k . strongly correlated (positively) a>59, a>10%
* : weakly correlated (positively) 1% <a<l5% 2% <a<10%
© : independent (positively) a 1% a 2%
—© : independent (negatively) 7 Vi
(p) means the value of “r” be the p-th among the six. values of each class.

denotes the probability of the error of the first kind.
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Calculation of the Correlation Coefficient between Z and V by the Data from (F2)

Classes | V. | ¢5-70 | 7075 | 75-80 | 80-85 85-90 . so | ¢ P
or 220 z2 z 2
-------- o | =2 1 0 1 2 :
65—70 | —1 1 3 2 6 5 -6 6
70—75 0 2 9 1 12 0 0 0
75—80 1 1 1 2 4 5 4 4
80—85 | 2 1 1 4 2 4
Fo (- 12 M N=023 | 14 0 14
3z 2 ‘ 5 0 L 8 14 N.B. wv=code of V'
fvu -2 -5 0 : 2 6 1 z=code of Z
fo v® 4 5 ‘ 0 } 2 12 23 ' f=frequency

If we assume the population to be binormal, the regressions to be linear and the

variances to be homogeneous, the direction coefficients (slopes) of regression lines are

as follows :
1x0
E(ZV)~——2—ZJ“V‘2L 14 — 2><3 ,
= b = = . 2].,
b sp2 2P 93 __1x1 06
. N 23
1x0
E(ZV)—ELZVEK— 14 ——55—
o = =
b o 2P 4 00 1.000.
N v 23

So that we get as the correlation coefficient

r=1/b8 =0.788. ‘

By the David’s chart”, we have 0.55<p<0.90, and 0.43<0<0.93 as the confidence
intervals of o, where their confidence levels are 959 and 99% respectively. Since both
intervals do not contain =0, we can conclude that Z and V are not independent.
Here we find that the rank-correlation coefficient Tzv (=0.800) is almost equal to the

correlation coefficient 7 (=0.788).

§4. Discussion on the Rank-correlation Coefficients

Analization of the Table 16:

The grand total of p’s for each s shows that 7xv, rxv and rxy seem very much
larger than other three, or extremely larger than ryz and 7ryy. To discuss such differ-
ences statistically we can use the criteria for testing for extreme mean®® or the
method of analysis of variance. If we use the former its results are as follows:

Xo— X3

Xr—X1

For k=6 our test statistic is 7,, = , where
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Table 16. Totals and Averages of p’s -

Txy | Txz Txv | Tyz Tyv Tzv zfrflp(fg

grand total 56 54 65 24 12 4 12
grand mean 4.67 4.50 5.42 2.00 1.00 3.42
total of 1’s 13 1 18 6 3 12 3

7 2’s 13 15 16 6 3 10 3

” 3’s 14 14 16 6 3 10 3

4 4’s ) 16 14 15 6 3 9 3

” 1.2& 4’s 43 39 49 18 9 31 9

4 A’s 17 17 24 8 4 14 4

” F’s 21 20 19 8 4 12 4

” E’s : 18 17 22 8 4 15 4
average of 1”s 4.33 3.67 6.00 2.00 1.00 4.00

7 2’s 4.33 5.00 5.33 2.00 1.00 3.33

” 3’s 4.67 4.67 5.33 2.00 1.00 3.33

4 4’s . 5.33 4.67 5.00 2.00 1.00 3.00

” 1,3 & 4’s 4.78 4.33 5.44 2.00 1.00 3.44

” A’s 4.25 - 4.25 6.00 2.00 1.00 3.50

v F’s 5.25 5.00 4.75 2.00 1.00 3.00

” E’s 4.50 4.25 5.50 2.00 1.00 3.75

X1=5.42, Xo=4.67, Xr=1.00 for the hypothesis H: p (rxv) is significantly larger than

other p's. We get 7,, =0.170, and this value is smaller than its critical value 0.560

for 5% level of significance. Therefore we accept H. Also for the hyi)othesis H' .

p (ryv)is significantly smaller than other p's, we have X1’ =1.00, Xo' =2.00, Xt=>5.42,
710/ =0.227 <0.560. ‘

Therefore we accept H', too.

As for other totals of p’s the results are the same to this, so I will omit the dis-
cussion for this table anymore. Instead of this I will use the method of analysis of
variance applied to the table 15.

Let us separate 7,’s into two groups, namely (h=1)-group (rxy, rxz, and rxv) and
(h=2)-group (ryz, rvv and 7yz). The year of graduate-time 1, 2, 3 and 4 may corre-
spond to =1, 2, 3 and 4 respectively. The courses A, F and E be denoted by j=1,
2 and 3 respectively. Now, there are three variables of classification with three obser-
vations per cell. According to the formula® the details of the analysis of variance are
as follows:

Assumptions: Let the population be normal, i.e. N(Unij, Onii*).
onijz2 = constant=cg> for any A, ¢ and j.
All effects for the U, are additive, i. e.
Unj=W+7n + s + & + I + Inj + Lj + Inijy
where U is the common value to each cell, 7 is group-effect, Siis year-effect, ;

is course-effect, and i, Inj, Lij, lnij are all interactions between these effects.
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"Assume the sample to be random.,
there is no group (R) -effect, i.e. 72 =0 (h=1, 2).

" Hypotheses : H, :
H,:
H,:
H,:
H;:
H; :
H,:

Xniji = observed value,

Notations :

h=1, 2(=7); i=1, 2, 3, 4(=s); j=1, 2, 3(=1%); I=1, 2, 3(=m).

Tpo=3 3 3

no year (S) -effect, i.e, i =0 (=1, 2, 3, 4).
;=0 (j=1, 2, 3).

no course (T) -effect, i.e.

no RS-interaction, i.e.

Ini=0

no RT-interaction, i.e. Inj =0 (=1, 2; j=1, 2, 3).

no ST-interaction, i.e.-

no RST-interaction, i.e.

’
s &t m

i=1j=11=1

Xy T

L; =0
I =0

h=1j 1

(1=1, 2, 3, 4; j=1, 2, 3).

(h=1, 2; i=1, 2, 3, 4).

(h=1, 2; i=1,2,3,4; j=1, 2, 3).

7

o

222X,
w1

Tyi.. = ?%Xhiﬂ s Ty = %‘?‘Xhi]‘l » Ty = %%Xhijl’

S,

Se

Sq

Tyij = 2Xpip, T =2323X5.
! hijl
2
1 2 T..
”Zst % Th. - N ? B
1 sT2 _ T2
mrt 57 N
: 2
1 2 T..
mrs %T-J'- - N
1 1 7?2
2 _ 2
mt %?’T’”’- mst % h mrt ? Ti+ x5
1 1 1L T2
——33T,2 - —3T,°2 - ——=3T 2 + ==
7TeS h j v mse o T (4 ] g 4
1 2 1 1 T2
. 2 2 e
mr %%TU mrt ? T;. mrs % T‘-J'- N
1 2 1 2 1 2
m %?%T’lii- T omt %;‘Thi.. T ms E}‘ZE‘TW- -
1 2 1 2 1 2 T2
T Tnst E‘Th--- T Tt %T-‘i-- + s %‘T--/l_ N

Sg

Il

Se— (Si+ 8y + Sy + Sa+ S+ Se + S7),

1
mr

ST
ij
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Table 17. Analysis of Variance

Source Sum of squares d. f. Mean square F-ratio
Groups S1=2.292654 1 2.292654 115.0=F;
Years So=0.831497 3 0.277166 13.90=F2
Courses S3=0.5046964 2 0252348 12.65=F3
RS-interaction S4=0.223091 3 0.074364 3.73=F4
RT-interaction S5=0.296717 2 0.148358 7.44=Fs
ST-interaction Sg=0.194037 6 0.032339 1.62=Fg
RST-interaction S7=0.086289 6 0.014365 0.72=F¢
Residual Sg=0.957159 48 0.019941
Total So=5.386140 71
F1>F0995 (1,48) = 8.7 H; is rejected at the (0.5% level of significance.
F2>FOA995 (3,48) = 4.9 Ho is rejected at the (.5Y% level of significance.
F3>FO.995 (2,48) = 5.9 Hs is rejected at the (.5% level of significance.
F4>FO.975 (3,48) = 3.4 H, is rejected at the 2.5% level of significance.
Fy<F 0.99 (3,48) = 4.2 H, is accepted at the 19% leval of significance.
F5>F0_995 (2,48) = 5.9 Hy is rejected at the (.5% level of significance. ¢
F6<FOA90 (6,48) = 1.89 Hg is accepted at the 10% level of significance.
F7<FO. 50 (6,48) = 0.90 H; is accepted at the 509% level of significance.

Conclusions: The group-effect is most significant, and the year-effect, the course-effect
are second significant. Next comes the group-course-interaction. These are extremely
significant, but the group-year-interaction is weakly significant, and other two inter-

actions, namely, the year-course-interaction and the triple interaction, are not significant.

§ 5. Conclusion

&

We found that almost the half of the correlations between the remarks in the
entrance examination and those at the graduation are independent, though almost all
of the correlations between the three kinds of remarks at the graduation are closely
correlated. It means that X is independent from Y, Z and V'; and also V is not much '
correlated with Z though much correlated with Y. The reason of this is that in the
professional education quite a few subjects are contained compared with those in the
general education.

X is closely correlated to other grades without exception in the case of the second-
time graduates. For the reason of this I can point out the fact thaig only in this year
we examined two subjects from each of mathematics, natural sciences and social
studies, though in the other years we examined only one subject from each of these. Of
course, as for the weight compared with other subjects, namely, Japanese and English,
were ke_pt constant every year.

In the course of agriculture the rank-correlation coefficient between X and Y, Z or
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V is always high, although in the class of forestry the coefficient is rather of low
value. As for the course of agriculture and forestry economics it is almost the same
to. that of the course of forestry.

Judging from these facts, especially from the first result, I conclude as follows:

If we wish to choose better students by the entrance examination we have to ex-
‘amine at least two subjects from each of mathematics, natural sciences and social
studies. If we cannot do so, the effect of the entrance examination is very little. Instead
of such poor examination I would suggest to abolish them and to accept all students
who applied, and after one or two semesters we can decide the students to be left in
school according to the grades in these semesters. By this method we can select the
best group of students for our college. Of course, there are many difficulties to accept
all applicants without omission. For example, the shortage of classrooms and experi-
mental apparatus is one -of them. One solution for this is to postpone the subjects
which contain experiments to later semesters and to lecture as many as one teacher
can. By this reason this method would be rejected by .almost all teachers if the

* number of them is not sufficiently large as in many state colleges in the U. S. A.
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