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The present paper deals with the following system:

o' = —e(t)z + f(t)dp(y),

v == —1)g(t)¢p(x) — (p — DA(t)y,
where p and p* are positive numbers satisfying 1/p + 1/p* = 1, and ¢4(z) =
|2|9722 for ¢ = p or ¢ = p*. This system is referred to as a half-linear system.
We herein establish conditions on time-varying coefficients e(t), f(t), g(t) and
h(t) for the zero solution to be uniformly globally asymptotically stable. If
(e(t), f(t)) = (h(t),g(t)), then the half-linear system is integrable. We consider
two cases: the integrable case (e(t), f(t)) = (h(t),g(t)) and the nonintegrable

case (e(t), f(t)) £ (h(t),g(t)). Finally, some simple examples are presented to
illustrate our results.

1. Introduction

We consider the half-linear system
o' = —e(t)r + f(t)dp(y),
Y =—(p—1)g(t)dp(z) — (p — DA(t)y,

where the prime denotes d/dt; the coefficients e(t), f(t), g(t) and h(t) are continuous
for ¢ > 0; the numbers p and p* are positive and satisfy

(1.1)

the function ¢,(z) is defined by
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for ¢ = p or ¢ = p*. Note that p and p* are naturally greater than 1, and ¢, is
the inverse function of ¢,. System (1.1) has the zero solution (z(t),y(t)) = (0,0). If
(x(t),y(t)) is a solution of (1.1), then (cz(t), ¢,(c)y(t)) is also a solution of (1.1) for
any ¢ € R. However, even if (z1(t),y1(t)) and (x2(t), y2(t)) are two solutions of (1.1),
the function (z1(t) + x2(t), y1(t) + y2(t)) is not always a solution of (1.1). If f(¢) # 0
for t > 0, then by putting

wzexp( /0 te(T)dT):p and z:exp((p—l) /0 th(T)dT)y,

system (1.1) is transformed into the system

()
0N
— c(t)sy(w),

where .
) = ¢y (exp ( [ w) = etonar) /100
0
and .
e0) = (= (0 exp (9= 1) [ ) — e(r)yar).
This system is equivalent to the half-linear differential equation

(r(t)dp(w)) + c(t)dy(w) = 0. (HL)

It is known that for any o > 0 and (c1,cz) € R?, there exists a unique solution of
(HL) satistying w(ty) = ¢; and w'(ty) = ¢ which is continuable in the future. For
details, see [5, p.170] or [6, pp.8-10]. Hence, the global existence and uniqueness of
solutions of (1.1) are guaranteed for the initial value problem.

The purpose of this paper is to present conditions on e(t), f(t), g(t) and h(t)
for the zero solution of (1.1) to be uniformly globally asymptotically stable (for the
definition, see §2).

In the special case in which p = 2, system (1.1) becomes the linear system

x' = A(t)x, (1.2)

X = (3:) and A(t) = (_ et) £ )
y —g(t) —h(t)

Let [|x|| be the Euclidean norm of a vector x and let X (¢) be a fundamental matrix
for system (1.1). We define the norm of X (t) to be

where

X (@I = sup 12X (#)x]]
As is well known, the zero solution of (1.2) is merely asymptotically stable; that is,
every solution (z(t),y(t)) of (1.2) tends to the origin (0,0) as time ¢ increases if and
only if

| X ()] =0 as t— oo, (1.3)
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and the zero solution of (1.2) is uniformly asymptotically stable if and only if there
exist positive constants R and A\ such that

X)X (s)|| < Rexp(—A(t —s)) for 0<s<t<oo (1.4)

(for example, see [4, p.54] or [9, p.84]). Note that if the zero solution of (1.2) is
asymptotically stable (uniformly asymptotically stable), then it must become globally
asymptotically stable (uniformly globally asymptotically stable). This means that we
may remove the term “globally” in the linear system (1.2).

In the general case, where p # 2, however, the concept of fundamental matrices
does not apply, because the sum of two solutions of (1.1) is not always a solution of
(1.1), namely, the solution space of (1.1) is not additive. Hence, the criteria (1.3) and
(1.4) are useless for verifying that the zero solution of (1.1) is globally asymptotically
stable and uniformly globally asymptotically stable, respectively.

Let S(t) be the solution of a basic half-linear differential equation

(¢5(2")" + (0 = 1)p() = 0

satisfying the initial condition (S(0),.S’(0)) = (0,1). Then, S(t) satisfies the general-
ized Pythagorean identity
ISP+ 15" =1,

and S(t) is positive and increasing on [0, 7,/2] with S(m,/2) = 1 and S'(7,/2) = 0,
where
/1 2 2
7o W) psingn/p)

As is customary, we define the generalized sine function sin, 6 as follows:

. S(0) if 0<6<m,/2
sin,, 0 =
S(mp,—6) if m,/2<6<m,
and
_ —sin, (0 —m,) if m, <6 <27,
sin, 0 =
sin, (0 — 2nm,) if 2nm, <60 < 2(n+ 1)m,
for n = +1,42,.--. The generalized cosine function cos, 6 is defined as cos, 0 =

(sin, 0)'. Then,
|sin, 0P + | cos, 0|P =1 for 0 € R. (1.5)

For details concerning m,, sin, 6 and cos, 6, see [1,5-7,12, 15].
If e(t) = h(t) and f(t) = g(t), then system (1.1) is rewritten as the system

r' = —h(t)r,
0" =g(t)

by using the generalized Priifer transformation

r=rsin, 0 and y = ¢,(rcos,b).
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Let (z(t),y(t)) be the solution of (1.1) initiating at ¢t = ¢, > 0. Then, this solution is
expressed as

2(t) = r(t) sin, () = r(to) exp (— /t:h(r)d7'> sin, (H(to) + / tg(T)dr)

to

y(t) = o, (r(t) cos, 0(2)) = &, (r(to) exp (— /t:h(f)df) cos, <e(t0) + / gy ))

to

We therefore conclude that a necessary and sufficient condition for the zero solution
of (1.1) to be globally asymptotically stable is that

/Ooh(t)dt ~ (1.7)

in the special case in which e(t) = h(t) and f(t) = g(t). As proven in §2, the zero
solution of (1.1) with e(t) = h(t) and f(t) = g(t) is uniformly globally asymptotically
stable if and only if

t
/h(T)dTZ)\(t—S)—FL for 0<s<t< oo (1.8)

with A > 0 and x > 0. For example, if h(t) = 1/(1 +t) for t > 0, then it is easy to
confirm that condition (1.7) holds, but condition (1.8) does not hold. Hence, in the
case in which e(t) = h(t) = 1/(1 +t) and f(t) = g(t), the zero solution of (1.1) is
globally asymptotically stable, but not uniformly globally asymptotically stable.

In the general case in which p # 2 and (e(t), f(t)) # (h(t), g(t)), we cannot express
the solutions of (1.1) accurately. Then, can we decide whether the zero solution is
uniformly globally asymptotically stable in the general case? What kind of condition
on the coefficients e(t), f(t), g(t) and h(t) will guarantee the uniform global asymp-
totic stability of the zero solution of (1.1)7 As an answer to these questions, in §3,
we present sufficient conditions for uniform global asymptotic stability that can be
applied even in the case in which p # 2 and (e(t), f(¢)) # (h(t),g(t)). To present
our result, we define a characteristic function obtained from coefficients in system
(1.1). In the final section, we take some concrete examples to illustrate the results
presented in §3.

2. Definitions

First, let us give some definitions. For this purpose, we denote the solution of (1.1)
through (to,x0) € [0,00) x R? by x(¢;%9,%o). The zero solution of (1.1) is said to
be uniformly stable if, for any ¢ > 0, there exists a d(¢) > 0 such that ¢, > 0 and
|x0|| < 0 imply ||x(¢;t0,X0)|| < € for all t > t,. The zero solution of (1.1) is said to
be uniformly globally attractive if, for any p > 0 and any n > 0, there is a T'(p,n) > 0
such that o > 0 and ||xo|| < p imply ||x(¢;t0,x%0)|| < n for all ¢ > ¢ty +T. The
solutions of (1.1) are said to be uniformly bounded if, for any p > 0, there exists a
B(p) > 0 such that ¢y > 0 and ||x¢|| < p imply ||x(¢;t0,X0)|| < B for all ¢t > t.
The zero solution of (1.1) is uniformly globally asymptotically stable if it is uniformly
stable and is uniformly globally attractive, and if the solutions of (1.1) are uniformly
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bounded. With respect to the various definitions of stability and boundedness, the
reader can refer to [2,8, 14,17, 22] for example.

The most important points are that ¢ is independent of the initial time ¢, and
that 7" and B are independent of the initial time ¢, and the initial state xy in the
definitions above. In the research on uniform global asymptotic stability, it is difficult
to choose 9, T' and B which do not depend on ¢ or (g, Xg). In order to demonstrate
this fact, we have to pay scrupulous attention to its proof.

When § depends on tg, or when T or B depends on (tg,Xg), even if all solutions
approach the origin, each approaching speed or each asymptotic motion is not nec-
essarily the same. This situation is not desirable. For example, if a system has a
unique solution with respect to the initial condition (¢, xo) and if the zero solution of
the system is uniformly globally asymptotically stable, then there exists a Lyapunov
function with suitable properties (i.e., this is the converse Lyapunov theorem). How-
ever, as Massera demonstrated in [13, Example 2], non-uniform asymptotic stability
of the zero solution of a time varying system does not generally imply the existence
of a good Lyapunov function. For details concerning converse Lyapunov theorems
and their applications to mathematical control theory, see [2,8, 14,17, 18, 22| and the
references cited therein.

Converse theorems for uniform (global) asymptotic stability are very useful for deal-
ing with perturbation problems. For example, if the zero solution of (1.2) is uniformly
asymptotically stable and if f(¢,x) and I'(t) satisfy the condition ||f(¢,x)| < I'(¢)||x]|
for t > 0 and x € R?, where

/ I(t)dt < oo,
0
then the zero solution of the perturbed system

x' = A(t)x + f(t,x)

is uniformly asymptotically stable. Note that if 6 and 7" depend on ¢y, then we cannot
derive this conclusion. For details, see [16] (also [3, pp. 169-170] or [9, p.88]). There-
fore, the problems considered in the present study are closely related to perturbation
problems. [

A scalar function a : [0,00) — [0,00) is said to be of the class CIP, if a(r) is
continuous and strictly increasing with a(0) = 0. For such a function, we write
a(r) € CIP. In the definitions of uniform stability and uniform global attractivity
of the zero solution of (1.1), we may replace ||x(t;%o,Xo)|| < € and ||x(¢; 0, %0)|| < 1
with

|x(t;t0,%0)|| < ale) and ||x(¢;t0,%0)|| < a(n),

respectively, where a(r) € CIP. In the definition of uniform boundedness of the
solutions of (1.1), we may replace ||x(¢;to,Xo)|| < B with

[1(t; to, x0)|| < a(B),

where a(r) € CIP and a(r) — oo as r — oc.
Consider again the special case in which e(t) = h(t) and f(t) = g(¢). Then, we
have the following result.
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THEOREM 2.1. Suppose that e(t) = h(t) and f(t) = g(t) for t > 0. Then the zero
solution of (1.1) is uniformly globally asymptotically stable if and only if condition
(1.8) holds.

To prove theorem 2.1, we prepare the following lemma.
LEMMA 2.2. Let b(r) € CIP and c(r) € CIP. If
b(je]) + c(ly]) < b(r). (21)
then there exists a scalar function a(r) € CIP such that ||x|| = /22 + y? < a(r).

Proof. Since ¢(r) € CIP, there exists the inverse function ¢~ !(r) € CIP. Let
a(r) = r + ¢ 1(b(r)). Since a composite function of two CIP functions also belong
to CIP, a(r) € CIP. By (2.1), we have

|| <r and |y| < c’l(b(r)).

Hence, we obtain
x| <[]+ |yl <7 +c7H(b(r)) = a(r),

as desired. n

Proof of theorem 2.1. From the generalized Priifer transformation it follows that

rP|sin, 0] = |2P and 17 cos, 0] = | ()P = [y *" 77 = Jyl”"
Hence, by the relation (1.5), we have
|zf? + |y = " (2.2)

Recall that system (1.1) is equivalent to system (1.6) in the case in which e(t) = h(t)
and f(t) = g(t). Let (x(t),y(t)) = x(t;to,Xo) and let r(¢; tg, r9) be the solution of the
scalar equation

r'=—h(t)r (2.3)

corresponding to (z(t),y(t)). Then, it is clear that

F(t: o, 7o) = To eXP (— /t:h(T)dT)

with 7o = ||X¢||. Hence, it is easy to verify that condition (1.8) is necessary and
sufficient for the zero solution of (2.3) to be uniformly globally asymptotically stable;
that is,

(i) for any € > 0, there exists a d(¢) > 0 such that ¢, > 0 and ry < 0 imply
r(t;to, o) < € for all t > 1y,

(ii) for any p > 0 and any n > 0, there is a T'(p,n) > 0 such that to > 0 and rq < p
imply r(t;tg,r0) <mn forallt >ty + T,

(iii) for any p > 0, there exists a B(p) > 0 such that ¢, > 0 and 7y < p imply
r(t;to,m0) < B for all t > .
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Suppose that condition (1.8) holds. Then, from (2.2) and (i) we see that
lz()P + [y()[F" = rP(t;to,m0) < P for t > ty.

Let b(r) = r? and c(r) = r?". Then, b(r) € CIP and ¢(r) € CIP. Hence, by means
of lemma 2.2, we can find a function a(r) € CIP such that

|x(t; to, x0)|| < a(e) for t > to,

and therefore, the zero solution of (1.1) is uniformly stable. By a similar way, we can
show that the zero solution of (1.1) is uniformly globally attractive and the solutions
of (1.1) are uniformly bounded. Thus, the zero solution of (1.1) is uniformly globally
asymptotically stable.

Conversely, suppose that the zero solution of (1.1) is uniformly globally asymptot-
ically stable. Let § = max{1,p/p*} and ¢ = min{1,p/p*}. Since the zero solution of
(1.1) is uniformly stable, for any & > 0, there exists a §(¢) > 0 such that t, > 0 and
1x0|| < & imply ||x(¢;to,X0)|| < a(e) for all t > ¢y, where a(r) = (r/2)7 € CIP. We
may assume that ¢ is sufficiently small. Hence, we have

< (<5 ma o< (5) < (5"

for t > t;. From these inequalities and (2.2), we see that

P(titomo) = la() + O < (5)+ (5) <<

for t > to. Thus, (i) holds, and hence the zero solution of (2.3) is uniformly stable.
Using the same argument with a(r) = (r/2)7 € CIP, we can show that the zero
solution of (2.3) is uniformly globally attractive, namely (ii). Since the zero solution
of (1.1) is uniformly bounded, for any p > 0, there exists a B(p) > 0 such that ¢y > 0
and ||xo|| < p imply ||x(¢;t0,%0)|| < b(B) for all t > to, where b(r) = (r/2)2 € CIP.
We may assume that B is sufficiently large. Hence, we have

o0l <(5) <5 \y(t)\<(§)q§(§>p/p*

for t > to. From these inequalities and (2.2), we see that

#stor) = P + o < (2)+ (5) <

for t > to. Thus, (iii) holds, and hence the zero solution of (2.3) is uniformly bounded.
We therefore conclude that the zero solution of (2.3) is uniformly globally asymptot-
ically stable and condition (1.8) holds. O

3. The general case

To state our main result, we need some notations. Let

6+ (t) = max{0,6(H)} and  ¢_(¢) = max{0, —6()}
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for a continuous function ¢(¢). In other words, the graph of ¢ (t) is corresponding
to the one that removed the negative portion from the graph of ¢(t); the graph of
¢_(t) is corresponding to the one that removed the negative portion from the graph
of —¢(t). The function ¢(t) and the absolute value |¢(t)| of the function ¢(t) are
expressed as follows:

¢(t) = o4 (t) —o-(t) and [p(t)] = o1 (t) + ¢ (1),

The function ¢, (t) is said to be integrally positive if

/I¢+(t)dt =X

[e.o]

for every set I = U[Tn,O'n] such that 7, + w < 0, < 7,41 for some w > 0. For
n=1
example, sin?¢ is an integrally positive function (see [10,11,19-21]).
Here, we introduce a function that plays an important role in this paper. To this
end, we assume that f(t)g(t) > 0 and g(¢)/f(t) is differentiable for ¢ > 0. Define

_ fO) (9@
Vi) =pht) + (f(t)) |

Then, we have the following result.

THEOREM 3.1. Suppose that f(t), g(t) and hy(t) are bounded for t > 0. If
(i) f(t)g(t) >0 for t >0 and litminff(t)g(t) > 0,

(i) /0 e (1)t < oo, /0 b (t)dt < 00 and /0 Y ()t < oo,

(iil) 1y (t) is integrally positive,
then the zero solution of (1.1) is uniformly globally asymptotically stable.

To prove theorem 3.1, we give some brief explanations about the assumptions.
Using assumption (i) and the boundedness of f(t), g(t) and h (), we can find positive
numbers f, g, h, k and K such that

—

(t
t)
for t > 0. We may assume without loss of generality that £ < 1 < K. From
assumption (ii) it follows that there exist positive constants L and M such that

fOI<F, g<lgt)l, hy(t)<h and k< <K

Q
—~

L= / T2 (1) £ ())dt and M — / h (.

It is known that assumption (iii) holds if and only if

t+y
liminf/ Y (r)dr >0
t—00 t
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for every v > 0. Hence, there exist an [ > 0 and a # > 0 such that

t+1 )
/ Yio(r)dr >1 for t >t.
¢

The values mentioned above are used for the proof of theorem 3.1 without a notice.

Proof of theorem 3.1. We will divide the proof into eight steps. In the first step, we
prove that the zero solution of (1.1) is uniformly stable. We next prove that the zero
solution of (1.1) is uniformly globally attractive in the seventh step from the second
step. Finally, we prove that the solutions of (1.1) are uniformly bounded.
Step 1: Define

p=max{p,p*} and p=min{p,p*}.

For an € > 0 sufficiently small, we choose

keP 1/p

Note that -
§ <Pl < e« 1.

Let ty > 0 and xg = (zo,y0) be given. We will show that ¢t > ¢, and [|xo|| =
Va3 +y2 < 0 imply [|x(t;t0,%0)|| < . For the sake of convenience of notation, we
write (z(t),y(t)) = x(¢;to,Xo), where (z(t),y(t)) is a solution of (1.1).

Let
f(t) - _ p
u(t) = Ely(t)l and  v(t) = |z(t)[" + u(t).
Then,
v(t) > [z + kly@) P = k(lz@)F + [y(©))
and
ey (e p*(g(t)/ f(1)dp(y(@)y'(t) — (g(t)/ f (1)) ly(t)[”"
V'(t) = pdp(x(t))2'(t) + T ONIOE

= —pe(t)|z(t)]P — Y(t)ult) < (pe—(t) +P_(t))v(t)

for t > ty. Hence, we obtain

(O +10F) < o0) < e [ e+ -(m)ar) ot

to

< eMu(to) < Ke"(|zol” + |yol”") (3.2)

for t > . Since |zg| < d < 1 and |yg| < 6 < 1, we see that
* * 8 ﬁ
k()P + y@)[F") < Ke* (6 4+ 0"") < 2Ke" 62 = k(—) :

and therefore,
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for t > tg. Consequently,

g2 g2
|x(t; to, %0)|| = V/22(t) + y2(t) <4/ 5 t3 <e for t >t

Thus, the zero solution of (1.1) is uniformly stable. This completes the proof of
Step 1.

Step 2: To prove that the zero solution of (1.1) is uniformly globally attractive, for
any p large enough and any 7 small enough, we must determine a 7'(p,n) > 0 such
that to > 0 and [|x¢|| < p imply ||x(; o, X0)|| < n for all t > to+ T For this purpose,
we define several numbers as follows. Let

. koP(n)
— L .
v = Ke (pp+pp) and v=rn
where J(-) is given in (3.1). Because ¢ is small enough, we may consider that v/k is
smaller than 1. Using the numbers v and v, we define

i . [20+L)w
M:min{%,%(%)} and T=t+|:%:|+27

where [c] means the greatest integer that is less than or equal to a real number c.
Note that the number u depends only on 7 and the number 7 depends only on p and
7. Let
1 [tHek/?/(4pfo)
v = liminf — Wy (T)dr.
t—o0 v ¢

The upper limit of integration depends only on p and 7, and so is the number v. In
addition, v is positive, because 1, (t) is integrally positive. From assumptions (ii)
and (iii), we see that there exists a positive number o depending only on p and n
such that

/too(pe_(T) +1_(7))dT < min {ﬁ, %} (3.3)
and

t+pk/P/(4p fo)
/ Yy (T)dr > 20T (3.4)
t

for t > 0. We combine numbers u, v, 0 and 7, and define

e (29

which depends only on p and 7.

Step 3: Consider a solution x(t;t,xg) of (1.1) through (to,x0) with t, > 0 and
I%0]| = /22 + y2 < p. To prove that the zero solution of (1.1) is uniformly globally
attractive, we have only to show that there exists a t* € [to, to + 1] such that

()P + () < 2 (3.5)
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In fact, if (3.5) holds, then

()] < (%)1/ P oand Jy(t)] < (%)1/ ”

Noticing that

we obtain

Let x* = (z(t*),y(t*)). Then,

Il = Va2 1 2 < V2 (£) = )

Hence, from the conclusion of Step 1, we see that any solution x(¢;¢% x*) of (1.1)
through (¢* x*) satisfies that

Ix(t; ¢ x")|| <n for t >t~

As mentioned in the top paragraph of §1, system (1.1) has a unique solution of the
initial value problem. From this property of solutions of (1.1) and the fact that
x(t*;t, X0) = x* = x(t*;t%,x*), it turns out that x(¢;t9,%o) is corresponding to
x(t; t*,x*) for t > t* Hence, we obtain

|x(t;to,x0)|| < for t >ty +T >t

as required.
By way of contradiction, we will prove that inequality (3.5) holds. Suppose that

|z(®)[” + [y(t)

* v
Z? for toStSto—f-T

Then, we have

0 <v < k(=) +yt)"

) < lz()]F + Ky < () (3.6)
for tg <t <ty+T. On the other hand, from (3.2) we see that
o(t) < Ke*(Jzol” + [yo”) < Ke"(p? + p?") =0 for t > t. (3.7)

Step 4: If u(t) > p/2 for any interval [aq, £1] C [to,to + T, then By — oy < 7, where
w1 and 7 are numbers given in Step 2. In fact, taking into account that

V(t) = —pe()|z(t)]” — P(t)u(t)
= —pe®)|z() ] + Y- (t)u(t) — s (t)u(t)

for t >t and using (3.7), we have

0 <y (t)ult) = - v’(t) pe)|z()]” + - (t)u(t)
V(1) + (pe-(t) + ¥-(1))v(?)
V(t) + 7 (pe-(t) + (1)) (3.8)

+
+

I/\ I/\

Y-
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for t > ty. Integrating the both sides of (3.8) from «; to f; and using (3.6) and (3.7),
we obtain

L B1 B1
b ) Yy (r)dr < Yy (T)u(T)dr

«

< —/jlv'(T)dT +5/ﬁ1(pe_(7) + b (7))dr

1 a1

<v(ar) —v(p) +Lv < (1+ L)v. (3.9)

Let

lp

Then, m > 2(1 + L)v/(lu). Hence, we obtain

t+m t+1 442 o
/ Yy (r)dr = / Yy (T)dT + Yo (r)dr + -+ / by (7)dr
! t t+1 t+m—1
2(1+ L)w
U

>Im >

for ¢t > t. If ay > ¢, then by (3.9), we have

B1 — a1+m
1 Yy (r)dr < @ < /Oé1 ' Yy (7)dr,

67

and therefore, 51 — a3 < m < 7. Otherwise, using (3.9) again, we get

B1 i+m a1 +t+m
1 Yy (7)dT < 2(1T+L> < /t ' Yy (1)dr < /al o o (7)dT.

«

Hence, 81 — a; < t+m < 7. Thus, we conclude that u(t) > p/2 for oy <t <
implies f; —ay < 7.

Step 5: If u(t) < p for any interval [ag, B2] C [to, to+ T, then By — g < 2eM/(p—1)h.
In fact, from

_f() - _ » v ke ip*
u(t)—m]y(tﬂ ;o v(t) = |z(t)P +u(t) and ,u—mln{Z, 5 (25) },
it follows that
1 1 v\P
[2(t)] = (v(t) — u(®) > @ =) > (F) (3.10)
and
gOu®\" _ (p\V_ g N
Iy(t)|=< 0 ) §<E> Sﬁ<§> (3.11)

for ay <t < 5. Noticing that

y'(t) = (p = Dh—()y(t) = = (p = 1)g(t)dp(x (1)) — (p — Dhr()y(t)
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for ¢t > ¢y and using (3.10) and (3.11), we obtain

(eXp (— (p—1) /t : h_ (T)dT) y(t))/

v

.
~_

-1 (5(5)" - Al

(p—1)ge™ v \U»
oot
for iy <t < fy. Hence, combining this estimation with (3.11), we get

LY 1y(3)] + (o)

h \ 2
(== 1) [ n-ar)

to

~exp (— w-nf agh_de) ()

to

/a jQ(exp (— (p—1) /t:h_(T)dT) y(t))/dt
- [ (o o))

— 1)ge ™M /p*
> P (5) e

namely, B — ay < 2eM/(p — 125. Thus, we conclude that u(t) < p for as <t < Sy
implies By — ap < 2eM/(p — 1)h.

Step 6: Let us divide the interval [ty + o,to + T into several pieces. To this end, we
define

>

dt

= furor -0 (2 4 oo i 2 )]

for any i € N. Then, it is clear that the length of J; is 3¢M/(p — 1)h + 7 for each
i € N. Hence, we can denote the interval [ty + o, ty + T] by

[to + o, ty + T] =JiUSHU---U ‘][4/(LW)]+1'

Let us pay attention to the motion of w(¢) in the subinterval J;. We will show
that u(t) moves from p/2 to p in the subinterval J;. Suppose that w(t) > p/2 for
t € [to+o0,tg+ 0+ 7] C [to,to + T]. Then, we may consider oy and /31 in Step 4 to
be ty + o and ¢y + o + 7, respectively. From the conclusion of Step 4 it follows that

T=ty+o+7—(ly+o)=0—aqg <,
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which is a contradiction. Hence, we see that there exists a t; € [to+0,to+0o+7| C J;
such that u(t;) < p/2. Next, suppose that u(t) < ufor t € [to+0o+7,7] C [to, to+T],
where v = to + o + 3¢™/(p — 1)h + 7. Then, we may consider ay and 3, in Step 5 to
be ty + o + 7 and ~, respectively. From the conclusion of Step 5 it follows that

3eM 2eM
—— =y—(to+o+T7)=Pr - < ———.
(p—1)h (p—1)h

This is a contradiction. Hence, we see that that there exists a ty € [to+o+7,7] C Jy
such that u(ty) > p. Since u(t) is continuous for t > t,, there exists an interval
[, 5] C [t1, 2] such that u(a) = /2, u(f) = u and

g <u(t)<p for a<t<p. (3.12)

Hence, together with (3.3) and (3.7), we have

a/B )

< [ ) + )Pyl
— [ .

S oF [ Jalol ot

and therefore, ,
Lf /‘x( )P y(r) P
Using (3.7) again, we obtain
1/p* Z\1/P"
o(0) = (wl0) ~ u(e)} <3 and ol = (L52) " < (7)

for ¢t > to. From these inequalities and the relation that 1/p+ 1/p* = 1, we conclude
that

e <p—a. (3.13)
Step 7: We may understand v(¢) as an energy-type function. Let us examine a change
of the energy in the subinterval J;. We will estimate the difference between the values
of v(ty+0), v(a), v(B) and v(7y) in particular. By using (3.3), (3.4), (3.8), (3.12) and
(3.13), we obtain

uro < M/a+#kl/p/(4pf) T)dr < / Yi(T
/ by (Pyu(r)dr < / [ (r) + 7 (pe_(7) + _(r)) }dr
B _
— v(a) — v(B) +7 / (pe_(r) + b (r)dr < v(a) — v(B) + “22.
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and therefore,
3uvv
v(8) = v(a) < =L

It also follows from (3.3) and (3.8) that

v(a) —v(to+ o) :/a V'(T)dr < E/ta (pe_(7) +¢_(7))dr < MZU

to+o o+o
and

v(y) — v(B) = /ﬁ " (r)dr < /ﬁ e (r) +v_(r)dr < 7.

We therefore conclude that

/J J(r)dr = v(x) — v(8) + v(8) — v(a) + v(@) — vl(to + o)

pvo - 3uvv - prv o pru

= 4 4 4 4

By means of the same process as in the proof of Steps 6 and 7, we see that
/U/(T)dT < —% for 1 <i<[4/(uv)]+1,
Ji

and therefore,

[4/(w)]+1 v 4
(to‘f’T)—Uto‘l—O' Z / <|:—:|+1><—@

Hence, from (3.7) it follows that
U<t0+T) <U(t0+0’) —v <0.

This contradicts the fact that v(¢) > 0 for ¢ > to. This contradiction is caused
because it had been assumed that inequality (3.5) did not hold. Thus, (3.5) is true.
Consequently, as shown in Step 3, the zero solution of (1.1) is uniformly globally
attractive.

Step 8: Consider again a solution x(t; ¢y, xo) of (1.1) through (o, x¢) with ¢, > 0 and
|%0]| = /23 + y2 < p for any p large enough. Let

=) 6

where U is the number given in Step 2. We will show that ||x(t;%9,%0)|| < B for
t > to. Recall that (z(t),y(t)) = x(t;to,X¢). By the same way as in Step 1, we have
the estimation (3.2). Since |zo| < p and |yo| < p, we see that

Kel(pP P
oo + oy < KA eT)

=~| <l
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o< (1)t wior=(3)

for t > tg. Consequently,

and therefore,

|x(t;to, x0)|| = \/22(t) + y2(t) < B for t > t,.

Thus, the solutions of (1.1) are uniformly bounded.
The proof of theorem 3.1 is thus complete. O]

By transforming (z,y) — (y, z), system (1.1) becomes the system

7' = — et + f()p(y),
y = —(p— Dg(t)es(z) — (p — Dh(t)y,

where j = p’, " = p; €(t) = (p — Dh(t), (1) = —(p — D)g(t), g(t) = —f(&)/(p = 1)
and h(t) =e(t)/(p—1) for t > 0. Let

e P SO (g0
Vi) = O+ 50 (f(t)) |

Then, we have the following result.

THEOREM 3.2. Suppose that e, (t), f(t), and g(t) are bounded for t > 0. If

(i) f(t)g(t) >0 for t >0 and li{g(i)glff(t)g(t) > 0,
(ii) /Oooe(t)dt < 00, /Oooh(t)dt < oo and /Ooozz(t)dt < 00,

(iii) ¥ (t) is integrally positive,

then the zero solution of (1.1) is uniformly globally asymptotically stable.

4. Examples

To illustrate theorems 3.1 and 3.2, we give simple examples in which e(t), f(t), g(t)
and h(t) are periodic functions with period 27. We consider the positive number p in
system (1.1) as a parameter. Before we present the examples, it is helpful to mention
a property of a periodic function w(t) defined by

sint

w(t) = ce®™* —sint

for any positive ¢. By a straightforward calculation, we can confirm that w(t) is
nonnegative for ¢ > 0 if and only if ¢ > 1/e. Since w(t) is periodic, we see that
¢ > 1/e is a necessary and sufficient condition for w(t) to be integrally positive.

ExAaMPLE 4.1. Consider system (1.1) with

1 sin cos 1 sin mw/4)—1
€<t) = —m, f(t) =€ t, g(t) =€ t and h(t) = ﬁe (t+7/4) . (41)
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Then, 1, (t) is integrally positive if and only if
p>2. (4.2)
If (4.2) holds, then the zero solution is uniformly globally asymptotically stable.
From (4.1) it follows that

_ b sin(t+m/4) (sint—cost) [, (cost—sint))’

P(t) = —=e +e (e )
\/§€

_ p esin(t+7r/4) o
\/56

_ \/§ <2£esin(t+ﬂ'/4) o sin(t + ’/T/4)>
e

sint — cost

for ¢ > 0. Hence, (4.2) is a necessary and sufficient condition under which () is
integrally positive.

It is clear that f(t) and g(t) are bounded and g¢(t)/f(t) is differentiable for ¢t > 0.
Since e_(t) = h_(t) = 0 and

1 .
h+(t> — _esm(t+7r/4)71’

V2
e_(t) and h_(t) are integrable and h(t) is bounded for ¢ > 0. We have
f(t)g(t) — esint+cost 2 67\/5 ~0 for t Z 0.

If (4.2) holds, then v (t) is nonnegative for ¢ > 0, and therefore, ¢ _(t) = 0. Thus,
by virtue of Theorem 3.1, we conclude that the zero solution is uniformly globally
asymptotically stable provided that p > 2.

ExXAMPLE 4.2. Consider system (1.1) with

1 . i
1) = — sm(t—&—7r/4)—17 1) = s1nt’ t) = cost d ht) = — (4.3
e(t) 73 ft)=e g(t) = e**" and h(t) TEE (4.3)
Then, {/;+(t) is integrally positive if and only if
1<p<2. (4.4)

If (4.4) holds, then the zero solution is uniformly globally asymptotically stable.
From (4.1) we see that

i _ p sin(t+7/4) (sint—cost) [, (cost—sint))’
t) = — e +e €
¢+( ) \/5(}9 _ 1)26 ( )
S — GO NS S

V2(p —1)%

=2 (g e st 7
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for ¢ > 0. It is clear that p/(p—1)? > 2 if and only if 1/2 < p < 2. Recall that p > 1.
Hence, (4.4) is a necessary and sufficient condition under which QZJF(t) is integrally
positive.

It is easy to confirm that all of the assumptions in Theorem 3.2 are satisfied if
1 < p < 2. We omit the details.
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