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Abstract 

In this paper, we propose a new method of real-world blind separation for non-stationary signals (e.g. , 

speech signal, music) . The proposed method is implemented in the time-frequency domain and achieves 

real-world blind separation by minimizing a cost function with the algorithm derived using the natural 

gradient under a grven condition. We carried out computer simulations to demonstrate the validity of our 

proposed method. Moreover, we apply our method to an experiment which extracts two source signals from 

their mixtures observed in a normal room with computer and air conditioning noises . The results show that 

our method can achieve real-world blind separation 

1. Introduction 

This paper deals with real-world blind separation which extracts original signals from their 

mixtures observed by the sensors in a real world. To solve the real-world blind separation, many 

methods have been proposed until now [e.g. , [1]-[8]] . The methods have been iprplemented in 

time domam or frequency domain 

In the time domain, the following equation has been used as a transfer function between the 

sources and sensors. 

x(t) =A (z)s(t) (1) 
where x(t) = [xl (t) , ..., xN(t)]T and s(t) = [sl(t) , .. , SN(t)]T A (z) rs a matnx which has 

elements aij(z) (i, j = I , . . . , N) 

aij(z) =k~ a,J(k)z (1 J=1, "',N) (2) 
-= 

where z~k is a delay operator, i.e. , Si( t)z~k= si (t - k) . Using a method which can separate s ( t) 

from x(t) , real-world blind separation has been solved [e.g., [2]]. 

On the other hand, in the frequency domain, discrete Fourier transform is applied to x( t) 



116 Mitsuru KAWAMOTO Kryotoshi MATSUOKA ' Noboru OHNIsHI 

t+1~l 

x(co t) = ~ x(t') exp (-jcot') (3) 
t'=t 

where co = 27tk/M, k = O, I , . . . . M- I , and M denotes the window size of the discrete Fourier 

transform. Using (3), (1) can be written as 

x(co, t) =A (co)s(co, t) (4) 

where A (co) can be approximated by applying the discrete Fourier transform to /~ (z) , if the 

window size M is sufficiently long compared to the impulse response of A (z) , and s (co, t) is the 

discrete Fourier transform of s ( t) . The separation is implemented at each frequency. There-

fore, the treatment of the separation in the frequency domain is easier than that in the time 

domain. The method of separating s(co, t) from x(co, t) has been applied to real-world blind 

separation [e.g., [4]]. 

In this paper, we deal with real-world blind separation implemented in the frequency (time-

frequency) domain. Several methods have been proposed [e.g., [3] [4] [5]] . An attractive fea-

ture of our proposed method, which differs from the previously reported ones, is that non-mini-

mum phase systems can be treated and the signals just before entering the sensors, that is, for 

example, aij (z) (i, j = I , . . . , N) , can be acquired. The second feature of our method is that it 

offers good advantage in some applications, for example, speech recognition 

To determine x (co, t) , we use the following equation 

t* + M 

x(co, t,.) = ~ x(t') exp (-jcot')h(t'-tw) (5) 
t' = t~, 

where h ( t) is the Hamming window, and tw = O, A T, 2A T, . . , denotes the window position, and 

A T is the shifting interval of the moving window. This transformation is called the windowed-

Fourier transform. Then, (4) can be written as 

x(co, tw) =A (co)s(co, tw) (6) 
The problem is to separate sources si (co, tw) from their mixtures x (co, tw) at each frequency. Our 

method overcomes this by modifying the parameters of a network such that a cost function 

takes the minimum (zero) at any time. The validity of the proposed method was confirmed by 

computer simulations and experiments, the results of which show that real-world blind separa-

tion can be achieved 

2. Separation Process 

We assume that source signals are mutually statistically independent and non-stationary 

signals (e.g., speech signals, music) . As for /~ (z) in (1) , we assume that /~ (z) does not have 

poles and zeros on the unit circle I z I = I and does not depend on the time index t 
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2.1 Signal Separation Network 

The problem is to extract s (co, t,,) from x (co, t,.) . To this end, we use a network given by 

the following equation (see Fig. I ) 

y(co, t~) =B(co) ~1x(co, t~) (7) 
where B (co) = [bij(co) I is obtained by applying the windowed-Fourier transform to the follow-

mg equation 

M 

B(z) = ~ B(k)z (8) k=0 

Note that the diagonal elements bii(co) (i= I , . . N) of matnx B (co) are fixed to I B (z) does 

not depend on the time index t 

Substituting (6) into (7), we have 

y(co, t~) =B(a;) ~ IA (co)s(co, tw) 

= C(co)s(co, t~) (9) 
where C(co)B(co) ~ IA (co) . For the separated signals, in the blind separation problem, there is 

an ambiguity of permutation and amplitude. Therefore, if we can find Bo (co) such that C(co) is 

equal to D (co)P, the separation can be achieved. P is a permutation matrix which represents the 

ambiguity of permutation. D (co) is a diagonal matrix which represents the ambiguity of ampli-

tude. In our method, however, since the diagonal elements bii (co) (i= I , . . . , N) of matrix B (co) 

are fixed to I , we can determine D (co) , that is, 

D (co) = diag[A (co) P] (10) 
where diag[X] denotes a diagonal matrix which has the diagonal elements of matrix X. There-

fore, the desired solution Bo (co) is A (co)PT(diag[A (co)PT]) -1. Then, the separated signal 

y(co, tw) becomes 

x I (CO,tw) 

o
 

yl (CO,tw) 

O
 

o
 

o
 

o
 

e
 

O
 

xN(O),tw) 

O
 

yN(CO,tw) 

Frg. I . Signal Separation Network 



118 Mrtsuru KAWAMOTO Kryotoshi MATSUOKA ' Noboru OHNrsHI 

y(co, t~) = diag[A (co)PT]ps(co, t~) (1 1) 

Here, Iet us consider the separated signals. The signals just before entering the microphones 

can be defined as 

alp, (z)sp, (t) , a2p,(z)sp,( t) , ･ ･ ･, a~NP~(z)sp~( t) (12) 

where {pl' ""pN} is an arbitrary permutation of {1, ..., N} . When the signals of (ll) are 

applied to the inverse Fourier transform, the signals are as follows 

y ( t) = diag[A (z) PT]ps ( t) (1 3) 
Therefore, one can see that if the matrix Bo (co) can be determined, the signals of (12) can be ac-

quired . 

Our aim now is to develop a method which can acquire the matrix Bo (co) 

2.2 Separation Method 
In order to find the matrix Bo (co) , we use the followmg function 

Q ( t*, B(co) ) 1 
~ IogE [yi(co, t~)yi(co, t~) * l) -10g det E[y(co, t~)y(co, t,.)H] 

2
 i=1 

( 1 4) 

where yi (co, tw) * is the conjugate value of yi (co, tw) ' and the superscript H denotes the Hermiti-

an operator, and detX denotes the determinant of the matrix X. The same function as that in 

(14) has been used by the authors in the case of the time domain [2] . We applied the function 

used in the time domain to the frequency domain. Wu, et al. L4] have used the same cost func-

tion as in (14) . They used the summation of the cost function with respect to time tw' However, 

we advocate that real-world blind separation can be achieved by using only the function in ( 1 4) 

We showed that real-world blind separation in the time domain could be achieved by 

minimizing the same function as in (14) [2] . We apply the same method for the frequency 

domain. Namely, Bo (co) is found by minimizing the function Q ( tw' B (co) ) . With respect to the 

mnumizatron method, we use the natural gradient under the constraint where the diagonal ele-

ments bii(co) ofB(co) are not modified, that is, bii(co) (.i= 1, ..., N) are fixed to I The follow 

ing equation is the minimization algorithm of B (co) derived from the natural gradient under 

that constraint. 

AB(co) =a aQ(t~, V(co)) V(co)HB(co) [
 

aV(co) 

- diag aQ(t~, V(co)) V(co)HB(co) { [ a V(co) (diag [B(co) HB(co) l) ~ IB(co)HB (co) J 
J
}
 (15) 

where a is a small positive constant, and V(co) denotes B(co) ~1. (.15) is used to modify only the 

non-diagonal elements of B (co) . In order to derive (15) , we used the following relation 
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aQ ( t,., B(co) ) aQ(t~, V(co)) 

= - V(co)HV(co) aB (co) a V(co) 

We can prove that the relation in (16) is satisfied. (see Appendix A) 

Calculating the right-hand side of (15) , we obtain 

AB(co) = a[{ (diag [EL y (co, t,,) y (co, t,.)H]]) ~1E [ y (co, t~) y (co, t~)H] ~ I }B(co) 

- diag [{ (diag [E[y(co, t~)y(co, t~)H]]) ~ E[y(co, t,.)y(co, t~)H] l}B(co)] 

x (diag [B(co)HB(co) l) ~ IB(co) HB(co) J 

(17) is the algorithm proposed by us to update B(co) (co = 2lck/M, k=0, 1, . .. M- 1) 

( 1 6) 

(17) 

3 . Expenmental Results 

We carried out some computer simulations and experiments to confirm the validity of our 

method. This section describes one simulation result and two experimental results 

Example I (Computer simulation) 

and music (the sound of a drum) 

In this case, the source signals were three; two male voices, 

The channel matrix (z) was given as 

z ~ I + 0.4z ~2 0.4 + 0.4z ~ I 0.25z ~2 

A(z) = 0.4+0.3z~1 1 +0.4z~1+z~2 0.4+0.4z~1 

0.25z ~3 0.5z ~2 z ~ I + 0.5z ~2 

The poles of A (z) ~1 are 5.19, -0.67, -0.32-0.521, -0.32+0.521, 0.055-0.241, 0.055+ 

0.241. Therefore, A (z) ~ I has one pole outside the unit circle I z I = I , from which we can 

deduce that A (z) ~ I is a non-minimum phase system. The value for parameter M in (8) was set 

at 3 1 . The parameter for the learning algorithm was chosen as a = 0.001 (see (17) ) . The initial 

values of bij(co) (i, j=1, 2, 3; i~j; co=27ck/M, k=0, 1, ...,M-1) were set to O. The 

estimation of E[y(co, tw)y(co, tw)H] was replaced by its instantaneous value, that is, 

y(co, tw)y(co, tw)H' To estimate diag[E[y(co, tw)y(co, tw)H]]' we use the following moving 

average: 

c (co, t) =Pci(co, t- 1) + (1 -fi)yi(co, t,.)yi(co, t~) * (0<fi< 1) (18) 

The initial values of ci(co, t) (i= 1, 2, 3; co =27Tk/M, k= O, 1, ..., M- 1) and p were set to I and 

O . 9, respectively. 

The separation is implemented by using the following process 

' Calculation of x(t) using (1) 

･ Calculation of x (co, tw) using (5) 

･ Calculation of y(co, tw) using (7) 

･ Modification of B(co) using (17) and (18) 

' Repeat first four steps until learning convergence 

To obtain the separated signals, we must calculate ~; (z) ~ I . We obtain E(z) ~ I by calculat-
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ing the inverse Fourier transform of B (co) ~ I (co = 27ck/M, k= O, I , . . . , M- 1) . Since A (z) ~ I is 

a non-minimum phase system, we need to rotate the leading weights of the filters of B (z) ~ I to 

the middle of the filters. We implemented this calculation using MATLAB (command name, 

Shift O ) . 

Figure 2 shows the elements ~ij(i, j = I , 2, 3) of the matrix C(z) = Bo (z) ~ 1/~ (z) , where 

Bo(z) ~1 is the inverse Fourier transform of B(co) ~1 (co =27Tk/M, k=0, 1, ..., M- 1) . The 

matrix C(z) is a transfer function between the sources and output signals. The elements c~ij(z) 

are denoted as 

34 

c,J(z) = ~ cij(k)z~k (i,j=1, 2 3) 
k=0 

In Fig. 2, the horizontal axis is the number k (k=0, . .., 34) . It can be seen that the non-

diagonal elements are nearly equal to zero and the diagonal ones, C11 (z) , c~22 (z) , and c~33 (z) are 

equal to all (z) , a22 (z) , and a33 (z) , respectively. From this result, one can see that our method 

can be used successfully to achieve the separation and to acquire the signals just before entering 

the microphones. 

Example 2 (Experimental result I) 

In example 2, 3 , we deal with an experiment which extracts two source signals from their 

nuxtures observed in a normal room with air conditioning and computer noises. The source sig-

nals sl (. t) and s2 ( t) were male voices. And they were input at the same time to two speaker 
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devices. The observed signals xl ( t) and x2 ( t) were detected by two directional microphones 

(Sony ECM-670) . Two speakers and two microphones were placed like Figure 3 . Parameter M 

of (8) was set to 511. The parameters of the learning algorithm were chosen as a = 0.01 (see 

(17)) and p=0.9 (see (18)). The initial values of bij(co) ((1)=0, (1/M)27c, ..., 

( (M- 1) /M) 2~; i, j= 1, 2; i~j) and ci(co, k) were set to O and I , respectively. 

Fig. 4 shows the plots of si(t) , xi(t) , and yi (t) (i= I , 2) . It can be seen that the output sig-

nals yi ( t) and y2 ( t) are close to the original speech signals sl ( t) and s2 ( t) , respectively. There-

fore, one can see that our method could separate the source signals from therr mixtures observed 

in a normal room 

Example 3 (Experimental result II) 

In this example, source signals sl ( t) and s2 ( t ) were music and a male voice, respectively 

The configuration of two speakers and two microphones is the same as the case of example 2 

We used the same parameters (M, a, P) and the same initial values of bl2((o) , b21(co) , and 

ci (co, k) as in example 2 

Fig. 5 shows the plots of si(t) , xi(t) , and yi(t) (i= I , 2) . It can be seen that the output sig-

nals yl ( t) and y2 ( t) are close to the original signals sl ( t) and s2 ( t) , respectively 

4. Conclusions 

We have presented a new method of real-world blind separation which has been derived 

from the natural gradient method under a constraint. An attractive feature of our proposed 

method is that non-minimum phase systems can be treated and the signals just before entering 

the sensors can be acquired. 

We have shown the result of a computer simulation. In the example, we have dealt with the 

problem which separates three source signals from three observed signals, and we have demon-

~
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Fig. 3 . Configuration of two speakers and two nucrophones 
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strated that our method makes it possible to acquire the signals just before entering the micro-

phones. Moreover, we have conducted some experiments on separating two source signals from 

therr nuxtures observed in a normal room, and they have shown that the proposed method can 

be used successfully to achieve real-world blind separation 

When real-world blind separation is implemented in the time-frequency domain, one must 

solve the problem of ambiguity of permutation P. We have not obtained the solution to this 

problem. In our computer simulation, however, our algorithm was not influenced by the am-

brguity of permutation P. In a future work, we will investigate the problem of ambiguity of per-

mutation P 
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Appendix A: Proof of 

The following equations are always valid 

(16) 
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Source signal 81 (t) Source slgnal sa(t) 

Ob8erved slgnal xl (t) 

output st9nat yl (t) 

Fig. 5. The plots of si ( t) 

Observed 8lgnl~l ,,2(t) 

Xi(t), yi(t) 

output sl9n8f ya(t) 

(i== 1, 2) 

Tr f aQ(t., B(co)) aQ(t~, V(co)) dV(co)H , dB(co)H =Tr 
l aB (co) a V(co) 

dV(co) = -B(co) ~1 dB(co)B(co) ~1 = - V(co) dB(co) V(co) 

where Tr {X} denotes the trace of matrix X. Substituting (A2) into (A1), we have 

Tr f aQ(t~, B(co)) dB(co)H} = -Tr f aQ(t,., V(co)) }
,
 

V(co) H dB (co) HV(co) H 
~ aB (co) a V(co) 

Tr aQ(t~, V(co)) V(co)HV(co)HdB(co)H} , {
 

a V(co) 

From (A3) , we obtain the fOllowing relationship 

aQ(t,., B(co)) aQ(t~, V(co)) V(co)HV(co)H 

(Q.E.D.) aB(co) ~ aV(co) 

(A1) 

(A2) 

(A3) 
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