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This study provides an improved Thorup algorithm which modified the component tree
of the original Thorup algorithm to make it able to maintain the tentative distances of
the vertices without constructing a unvisited structure, in order to reduce the time cost
of pre—indexing and calculating shortest paths in practice. The experiment indicated,
comparing to the array-based Dijkstra, Fibonacci-based Dijkstra and the original Thorup
algorithm, reduction by 17.3%, 78.7% and 87.7% of the time cost, respectively.

The single source shortest path (SSSP) is the problem of finding the shortest path
from a source vertex to every other vertex. It has been applied in many fields such as
navigation [1], keyword searching [2], computer network [3], and it is widely used for
finding the optimal route in a road network. SSSP problem is described as the following
throughout this research. Given a graph G = (V,E) and a source vertex s €V, suppose s
can reach each vertex of the graph, then find the shortest path from s to every vertex
v €V, in which V and E represent the vertices and edges of G [4]. The m and n mentioned
in the rest of this study represent |E|and |V|, respectively. Use D(v) to represent the
tentative distance from the source vertex to v and use d(v) to represent the ensured
shortest distance from the source vertex to v, and let L(», w) represent the positive integer
weights of edge (v, w). At the beginning, D(v) = oo for every vertex except the source vertex,
d(s) = 0. The length of a shortest path should be the sum of the weights of each edge of
the shortest path.



One of the most influential shortest path algorithms is Dijkstra [5][4][6] which is
proposed in 1959. Yen’ s paper [7] is considered to be the first one which implements
Dijkstra with an array. In detail, an array is used to record the tentative distance of
each vertex which is adjacent to visited vertices. Every time when a vertex is visited,
the distances of the vertices which are adjacent to the vertex will be recorded in an array,
and then, the vertex which has the shortest distance will be taken to try to relax the
vertices which are adjacent to this vertex. The word relax is described as follows. A vertex,
say 4, can relax another vertex, say B, means the distance from the source vertex to B can
be shortened through A. It takes O(1) time to insert a relaxed vertex and O(n) time to
delete a vertex from an array. To relax all vertices, Dijkstra algorithm runs in O(m) plus

the time of maintaining the array, overall, it takes O(m + n?)

Thorup [8] is an algorithm which theoretically proved that solving the SSSP problem
in linear time with pre—processed index. The paper proposed a hierarchy— and buckets—based
algorithm to pre—process indices for performing queries in undirected graphs with
non—negative weights. Theoretically, this algorithm constructs the minimum spanning tree
in 0(m), constructs the component tree in 0(n7), constructs unvisited data structure in 0(n),
and calculates distance of all vertices based on constructed structures in O(m + n). But
in practice, due to the difficulty of implementation, Thorup algorithm occasionally does
not perform as expected according to the experimental result provided by Asano and Imai
(9], and Pruehs[10].

One of the reasons is that the data structures given by Thorup are complicated and

having complex operations. They are difficult to be efficient in practice

This study proposes two improvements,
1. Make the component tree able to maintain the tentative distances of vertices
2. Reduce the depth of the component tree by extending the weights’ limitation when

creating components

About the first improvement, the basic idea of the new algorithm proposed in this study
is that, the component tree could be an efficient structure for maintaining tentative
distances, construct another structure to answer queries from the component tree may not
necessary. The new algorithm maintains the tentative distance of each vertex with the
component tree, so as to avoid creating and using any unvisited data structures. This change
has two benefits as follows.

1. Save the time cost from constructing unvisited structures, which is in the first

phase of Thorup algorithm.

2. Accelerate the process of calculating shortest paths, which is in the second phase

of Thorup algorithm.

Two variables should be added to each component of a component tree,
1. distance, which is used to record the tentative distance of each component
2. deleted, which is used to mark that whether the tentative distance of a component

is not needed to be updated. It happens when we start to bucket the component’ s children.



About the second improvement, the depth of a component tree is reduced by extending
the limitation for edges’ weights of components in different levels. This will increase
the advantage provided by using buckets. To visit components frequently through such a

structure will be more efficient

The improved MX-CIF quadtree [11] has been used to prune the experiment datasets to
delete single lines which both sides of this kind of line do not connect to other lines

Otherwise, structures used in the algorithm cannot be constructed.
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